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Abstract

This book is devoted to the study of a partial differential equation with p-Laplacian and
nonlinearity of Emden-Fowler type. The equations with p-Laplacian arise in several problem
in mathematical physics, such as glaciology, the study of non—Newtonian fluids and slow
diffusion problems.

This book collects author’s results in the oscillation theory of partial differentaial equa-
tions and gives an unified approach to these results. While most papers devoted to the
oscillain theory of PDE’s are based on an idea to replace a partial differetial equation by
its radially symmetric majorant and solve the problem in the scope of theory of ordinary
differential equations, the results in this book are somewhat different and more general. In
the presented results we try to take into consideration some effects which may appear for
partial equations, like non-radial criteria and oscillation on general domains.

The book consists of five chapters. In the first chapter we introduce the basic form of
the half-linear PDE with p-Laplacian, explain some basic facts and introduce the notation
common for all chapters. Three following chapters are devoted to three different equations
(starting from the simplest equation to more general) and the last chapter contains shorter
investigations on other related differential equations and inequalities.

Each chapter is a self-contained part of text. For this reason the numbering of equations
and theorems is also independent in each chapter and any number of theorem or equation
refers to the theorem or equation in actual chapter (unless stated explicitly otherwise).

An absolute majority of the presented results have been obtained with support of the
Czech Grant Agency. The last results concerning oscillation of the partial differential
equation in the scope of the oscillation theory for ordinary differential equations as well as
the preparation of this book were supported by the Grant 201/07/0145 of the Czech Grant
Agency.

Keywords: partial differential equation, second order differential equation, p-Laplacian,
oscillation theory
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Chapter 1

Introduction

1 Half-linear PDE with p-Laplacian

In this book we study the partial differential equation with p—Laplacian and the nonlinearity
of Emden-Fowler type

div (|| VulP2Vu) + c(z)®(u) = 0 (1.1)
and several its generalizations introduced in subsequent chapters. Here p > 1, ® is signed
power function ®(u) = |u|P~2u = |u[P~!sgnu, x = (21,72, ...,x,), the vector norm || - ||
is the usual Euclidean norm in R, V = (8%1’ el %) is the usual nabla operator and

div(-) =Y, aa(z); is the usual divergence operator. The sets ©2(a), ©2(a,b) and S(a) are

sets in R™ defined as follows:

Qa) ={zeR":a < ||},
Qa,b) = {z € R" 1 a < ||z|| < b},
S(a) ={z eR": ||z = a}.

The function ¢(x) is assumed to be integrable on every compact subset of {2(1). It is worth
to mention that we do not assume anything concerning either the fixed sign or the radial
symmetry of the potential ¢(x). The solution of Eq. (1.1) we understand every differentiable
function u : (1) — R such that ||Vu||p_2% is differentiable with respect to z; and u
satisfies Eq. (1.1) on Q(1). '

The number ¢ is the conjugate number to p, i.e., ¢ = p%l. Among others, ¢ > 1,
% + % =1land (p —1)(¢ — 1) = 1 hold. The number w,, is the surface area of the unit
sphere in R™ and the vector /() is the normal unit vector to the sphere S(||z||) oriented
outwards, i.e. ¥(x) = (x1,...,2,)||z|| ! Integration over the domain Q(a, b) is performed
introducing hyperspherical coordinates (7, 0), i.e.

/Q(ajb)f(l") dz = /ab /S(T)f(x(r, 0)) do dr,

where do is the integral element of the surface of the sphere S(r).
If p = 2, then Eq. (1.1) reduces to the linear Schrodinger equation

Au+ c(z)u =0, (1.2)



n 2

0
where Au = E ﬁ, and if n = 1 then (1.1) reduces to the half-linear ordinary
: €g
=1

differential equation

p d

= (1.3)

(2()) + cla)e() =0
For the basic references about the half-linear equation (1.3) see the monograph by Dosly
and Rehdk (2005) and papers [Elbert, 1979; Kusano, Naito, Ogata, 1994; Kusano, Naito,
1997; Lomtatidze, 1996; Dosly, 1998; Kandelaki, Lomtatidze, Ugulava, 2000; Dosly, 2000;
Dosly, Lomtatidze, 2006].
If the function ¢(z) is radial, i.e. ¢(z) = ¢(||z]|), then the equation for radial solution
u(z) = u(||z||) of Eq. (1.1) becomes

¢ d
(@) + e e =0, = (1.4)
T
where r = ||z|| and this equation can be transformed into (1.3) by introducing new inde-

pendent variable s = r(~7)/(P—1),
If we put both n = 1 and p = 2, then (1.1) reduces to the ordinary differential equation

u” +c(z)u=0 (1.5)

which has been studied extensively by many authors.
The p-Laplacian is known to be a convenient tool to describe several physical and
biological phenomena, see [Diaz, 1985] for more details.

2 Basic facts from oscillation theory

One of the pioneering works in the comparison theory of elliptic partial differential equations
is the work of Hartman and Wintner (1955). Probably the first general oscillation criterion for
partial differential equations was obtained by Glazman (1958). Oscillation and comparison
theory of second order elliptic linear partial differential equation and related equations has
been further elaborated in the literature in 60’s and 70’s in works of Clark, Headley, Kreith,
Noussair, Swanson, Travis and others, see [Clark, Swanson, 1965; Headley, Swanson, 1968;
Swanson, 1968; Headley, 1970; Kreith, Travis, 1972; Kreith, 1974; Noussair, Swanson,
1979; Swanson, 1979; Noussair, Swanson, 1980; Swanson, 1983; Kreith, 1984] and the
references therein.

Many of the oscillation criteria in the literature are based on radialization techniques
which convert the problem in n variables into a problem in one variable and thus convert,
in some sense, the partial differential equation into ordinary differential equation. Hence
many of the methods and results for ordinary differential equations can be applied also for
partial differential equations, see for example papers [Fiedler, 1988; Kusano, Naito, Ogata,
1994; Kusano, Naito, 1997] and also Chapter 4 of this thesis. Atakaryev and Toraev [Toraev,
1985; Atakarryev, Toraev, 1986] used direct variational technique rather than radialization
methods and obtained oscillation criteria on various types of unbounded domain. Besides
the variational technique, Riccati equation and Picone identity are useful tools in comparison
and oscillation theory. For references about Riccati type substitution in partial differential
equations see e.g. [Noussair, Swanson, 1980; Schminke, 1989; Dosly, Maiik, 2001], for



Picone identity see e.g. [Kreith, 1984; Allegretto, Huang, 1998; Jaro$, Kusano, Yoshida,
2000; Dosly, Matik, 2001].

For further references concerning oscillatory properties of linear elliptic PDE and several
its generalizations see e.g. [Miiller—Pfeiffer, 1980; Schminke, 1989; Naito, Naito, Usami,
1997; Maiik, 2000'; Maiik, 2000%; Maiik, 2000%] and the references therein.! The reader
can see also the papers of Z. Xu and his coauthors [Xing, Xu, 2003; Xing, Xu, 2005; Xu,
2005; Xu, 2006%; Xu, 20062; Xu, 2007; Xia, Xu, 2007] as an up-to-date reference and last
progress in this field.

Remark 2.1 (two types of oscillation). A well-known linear oscillation theory is established
for Eq. (1.2) . According to this theory, there are two different concepts of oscillation — weak
oscillation and strong (nodal) oscillation. Equation (1.2) is said to be weakly oscillatory if
every its solution has a zero outside of every ball in R™ and strongly oscillatory if every
solution has a nodal domain? outside of every ball in R™. Allegretto (1974) proved that both
definitions are equivalent if the function c(z) is sufficiently smooth. Moss and Piepenbrick
(1978) improved Allegretto’s result and relaxed the conditions on the function ¢(z) — weak
and strong oscillations are equivalent if the function ¢(x) is locally Holder continuous. As
far as the author knows, the possible equivalence between both types of oscillation remains
an open question for (1.1). In this book the weak oscillation is examined.

Definition 2.1 (oscillation). The function u defined on €2(1) is said to be oscillatory, if the
set of the zeros of the function v is unbounded with respect to the norm, i.e. the function u
has a zero in Q(t) for every ¢t > 1. Eq. (1.1) is said to be oscillatory if every its solution
defined on (1) is oscillatory. Conversely, the equation is said to be nonoscillatory, if it is
not oscillatory.

Definition 2.2 (oscillation in 2). Let €2 be an unbounded domain in R™. The function «
defined on (1) is said to be oscillatory in the domain 2, if the set of zeros of the function
u which belong to the closure €2 is unbounded with respect to the norm. Equation (1.1) is
said to be oscillatory in the domain (2 if every its solution defined on €2(1) is oscillatory in
Q). The equation is said to be nonoscillatory in € if it is not oscillatory in 2.

Due to the homogeneity of the set of solutions, it follows from the definition that the
equation which possesses a solution on €2(1) is nonoscillatory, if it has a solution u which
is positive on (7") for some 7" > 1 and oscillatory otherwise. Further, the equation is
nonoscillatory in 2 if it has a solution u such that u is positive on @ NQ(T') for some T' > 1
and oscillatory otherwise.

Remark 2.2. The classical oscillation and comparison theory states that Eq. (1.5) is
oscillatory if the function ¢(z) is sufficiently large. This covers the following cases:

(i) The c(x) is sufficiently large for large 2 — Kneser and Kneser-type oscillation criteria)

(ii) The interval (1, 00) is allowed to contain parts with small values of the function ¢(z)
in every neighborhood of oo, but the integral of the function c(x)? is sufficiently large
— Hartman-Wintner, Nehari, Hille, Kamenev and similar oscillation criteria.

"The results in [Schminke, 1989] are expressed in spectral terms, concerning the lower spectrum of
Schrodinger operator.

2A bounded domain © C R is said to be the nodal domain of a nontrivial solution v of (1.2), if ulan = 0.

3or, more generally, some integral involving this function



(iii) The integral of the function c(x) is allowed to be small, but there is a sequence
of intervals (a;,b;) with property lim; o, a; = oo such that the function ¢(x) is
sufficiently large on these intervals — interval-type criteria.

It is known that these classical results can be extended to Eq. (1.1) and thus Eq. (1.1)
is oscillatory if the function ¢(z) is sufficiently large. Most authors keep the terminology
explained in this remark* also for Eq. (1.1), the only difference is that c¢(x) is replaced by
integral mean value of the function ¢(z) over spheres centered in the origin.

Remark 2.3 (radial and nonradial criteria). The function ¢(z) is usually included in the
integrals over spheres in absolute majority of oscillation criteria. Let us introduce the
following classification of these criteria.

(1) In many cases the oscillation criteria in fact depend on the mean value over spheres
centered in the origin only, i.e. on the function g(r) = | S(r) ¢(x)do. The criteria

of this group® will be called radial oscillation criteria. As a consequence of the fact
that the radial criteria depend on the integral of the potential function over the sphere
only it follows that though these criteria are proved to be sharp in the cases when the
function c(x) is radially symmetric, these criteria may fail to detect the contingent
oscillation of the equation in the cases when the mean value of the function ¢(x) over
the balls centered in the origin is small.

(i) To remove the disadvantage of radial criteria we derive also several oscillation results
in which the distribution of the potential ¢(x) over spheres is also allowed to play a
role. These criteria will be called nonradial oscillation criteria.

Let us emphasize that following the nonradial approach we obtain oscillation criteria which
are applicable also to the cases when the equation is strongly asymmetric with respect to
origin and the mean value of the potential ¢(x) is small. The possible applications include
for example criteria which depend on the function g(r) = [ () p(z)c(x)do, where p(x)
is n-variable function (which does not depend on ||z|| only). The oscillation criteria of
this type are applicable also in such extreme cases when |, S(r) c¢(x)dS = 0 and these
criteria can be used also to detect oscillation over more general exterior domains, than the
exterior of a ball. The author believes that nonradial criteria are more natural for partial
differential equations and provide deeper insight into the oscillation properties specific for
partial differential equations. Moreover, the oscillation of radially symmetric PDE’s can be
studied in the scope of ODE’s (see Eq. (1.4)) and oscillation of PDE’s with “sufficiently
large” mean value of the potential function can be detected via oscillation of certain ordinary
differential equation, as has been proved independently in [Jaro§, Kusano, Yoshida, 2000]
and [Dogly, Mafik, 2001].

Remark that there are only few results in the literature concerning the oscillation on
other types of unbounded domains, than an exterior of a ball. Let us mention the paper
[Atakarryev, Toraev, 1986], where Kneser—type oscillation criteria for various types of
unbounded domains were derived for the linear equation

- 0%u
> ai(a) g+ playu =

1,j=1

“*like Kneser, Nehari, Kamenev type criteria

SThis group covers absolute majority of known results.

The results from [Jaro§, Kusano, Yoshida, 2000] and [Dosly, Marik, 2001] are cited and extended in Chapter
4 of this thesis.



The forced superlinear equation

Z 88331 <ai]'($)aa;> +C(l')|u‘ﬁ_1u = f(x), B>1

i,j=1

is studied in the paper [Jaro§, Kusano, Yoshida, 2001] via the Picone identity and the results
concerning oscillation on the domains with piecewise smooth boundary are established.

The methods presented in this thesis are often applicable also to several similar equations,
like (for p = 2) the nonlinear equation

Au+ c(z)f(u) =0, (2.1)

where the continuous function f satisfies sign condition u f(u) > 0 for v # 0 and f'(u) >
> 0 for some 1 € R and every v > 0. However, in order to keep our ideas transparent,
we use the term c(z)®(u) rather than replacing this term by a term of the type c(z) f(u)
and hence consider the simpler Eq. (1.1) only. Several authors consider even more general
quasilinear equation

div ([|Vul[P~2Vu) + B(z,u) = 0, (2.2)

where B(x,u) satisfies, roughly speaking, some conditions which imply that (2.2) is a ma-
jorant (in the sense of Sturmian theory) for (1.1). Some generalizations of this type are
introduced in Chapter 5, see also Remark 2.2 on page 61.

3 Riccati transformation

First we introduce main ideas of Riccati technique, which is the main tool in most our
results. It is well known that the Riccati differential equation

w' 4+ w4 c(z) =0 (3.1)
plays an important role in the study of the second order linear differential equation
v+ c(z)u=0. (3.2)

In fact, if (3.2) has a positive solution « on an interval I, then the function w = u'/u is a
solution of (3.1), defined on /. Conversely, if the Riccati inequality

w' +w? +e(x) <0

has a solution w, defined on I, then (3.2) has a positive solution on /. Another important
aspect which concerns the substitution w = «’/u and terms from Riccati equation is that
these terms are embedded into the Picone identity which forms the link between the so-
called Riccati technique and variational technique in the oscillation theory of Eq. (3.2) (and
its generalizations).

It is also well known that the Riccati type substitution can be extended to several other
types of second order differential equations and inequalities, which include the selfadjoint
second order differential equation, the half-linear differential equation , the Schrédinger



equation and also Eq. (1.1). See for example [Swanson, 1968; Swanson, 1979; Noussair,
Swanson, 1980; Schminke, 1989; Kandelaki, Lomtatidze, Ugulava, 2000].”
The main idea of the Riccati technique is contained in the following Lemma.

Lemma 3.1. Let u be solution of (1.1) positive on the domain ). The vector function w(x)
defined by

_ [Vu@)|P~*Vu(z)

v 33
D= @) G
is well defined on € and satisfies the Riccati equation
divw + ¢(z) + (p— 1)||w||? =0 (3.4)

for every x € ().
Proof. From (3.3) it follows (the dependence on the variable x is suppressed in the notation)

_div ([|[Vul[P?Vu)
- |ulP~?u

[Vul?

divw
|ulP

—(p—1)

on the domain €). Since w is a positive solution of (1.1) on €2 it follows

VullP
divit =—c—(p—1) H uqu’H
Application of (3.3) gives divw = —c¢ — (p — 1)||@||? on §2. Hence (3.4) follows. O

Sometimes it is convenient to use a modified Riccati substitution multiplied by a smooth
function in one variable (see e.g. (1.5) on page 74)

V@)
( )_ (H ||) (I)(U(CB)) ’ eC ([ 0, )?R )a

or n variables (see e.g. (4.4) on page 24)

[Vu(@)|[P~*Vu(z)
O(u(z))

or by an X n matrix (see e.g. (2.3) on page 59)

w(z) = p(x) p € CHQD),RY),

IVu(@)[P~*Vu(z)
Ou(z)

w(z) = A(z) A(w) = (aij(2)), aij € CH(Q(1),RT).

"Concerning the Riccati-equation methods in the oscillation theory of PDE’s, [Noussair, Swanson, 1980]
used the transformation

- a(ll])
W(z) = —— —%(AVu)(z
(1) == (o (AV)(@)
to detect nonexistence of eventually positive solution of the semilinear inequality
"0 ou
i]zzzl 9z <aij(w)87$j) + p(z)p(u) <0,

which seems to be one of the first papers dealing with the transformation of PDE into the Riccati type equation.



Chapter 2

Two terms PDE with p-Laplacian

1 Introduction

In this chapter we consider the two terms half-linear partial differential equation with
p-Laplacian in the form

div (|| Vul[P~2Vu) + c(z)@(u) = 0. (1.1)
As we pointed out in the previous chapter, if the function u(z) is a function which has
—2
no zero on the domain €2, then the substitution @ = wiu)w converts (1.1) into vector
equation
divid + ¢(z) + (p — 1)||w0]|? = 0, (1.2)

where ¢ is a conjugate number to the number p.

The results from the first part of this chapter are motivated by the papers [Chantladze,
Kandelaki, Lomtatidze, 1999; Kandelaki, Lomtatidze, Ugulava, 2000] and [Schminke,
1989], where the Riccati technique is used to establish new oscillation criteria for the
half-linear ordinary differential equation

! d
D (v ) d(u) =0 r— =2
(@) +c@)@(u) =0, -
and the linear Schrodinger equation
Au+ c(z)u =0, (1.3)

respectively. In the first parts of this chapter we present an extension of Hartman—Wintner,
Hille and Nehari type oscillatin ocriteria, proved in [Mafik, 2000%; Matik, 20003]. The
results in the last three parts of this chapter are based on an idea to use Philos’s type
averaging function H (¢, z) in oscillation criteria. It is worth to mention that the idea to use
this approach to detect oscillation of partial differential equations in more general domains
than exterior of a ball is new even in the linear case (1.3)

The behavior of the following function C,(t) in a neighborhood of infinity plays a crucial
role in the oscillation theory of (1.1)

p— 1 ! p—2 1-n
Cp(t) = =\ s o) llz||*"c(z) dx ds.

7



It turns out to be useful to distinguish two complementary cases (see also [Chantladze,
Kandelaki, Lomtatidze, 1999; Kandelaki, Lomtatidze, Ugulava, 2000]). In the first case the
finite limit

lim C)(t)

t—o0

fails to exist and in the second case this limit exists as a finite number Cy, i.e.

lim Cy(t) =: Cy. (1.4)

t—o0

It can be proved that Eq. (1.1) is oscillatory in the first case (see Theorem 2.1 below).

In the second case, following [Chantladze, Kandelaki, Lomtatidze, 1999; Kandelaki,
Lomtatidze, Ugulava, 2000], we formulate oscillation criteria for Eq. (1.1) in terms of the
functions Cy,(t), Q(t), H(t) and numbers Q., Q*, H,, H*, A and B defined as follows:

= P! — z||*"e(z) dz | ;
Q) =1 (co /Qm\ || <>d>,

1

H(t) =1 / P e(z) da
tJo

Q. = 1itm inf Q(t), Q= limsupQ(t);
— t—o0

H, = litmian(t), H* = limsup H (t).
—00

t—oo
If Q. < )]% P ﬁ, then the equation
(p = Dw, Pla|? + (n = p)z + (p— 1)Qu = 0 (1.5)

has two zeros (including multiplicity, see Lemma 3.1 below). We denote by A the smaller of
them. Similarly, if H, < 3% wn, then B denotes the larger of the zeros of the equation
(p — Dw;¥P|z|? + (n — p)z + H, = 0. (1.6)

First let us explain the role which the above defined functions play in the oscillation
theory of Sturm-Liouville ODE

u” + c(x)u =0. (1.7)

The function C),(¢) reads for p = 2, n = 1 as follows

@(t)zi/lt/:c@)df ds

and it is well known from the Hartman—Wintner oscillation criterion.

Theorem A (Hartman—Wintner). If

—00 < litminf Cs(t) < limsup Cy(t) < oo, or tlim Cs(t) = oo,

t—o00

then Eq. (1.7) is oscillatory.



In the following theorems it is assumed that ¢(x) is a positive function and the integral

/1 " elr) da

exists. If it does not, (1.7) is known to be oscillatory [Leighton 1950].
If ¢(t) > 0,n = 1and p = 2, then

o0
Qv =t [ e(e)a
t
which is the function from the following Hille oscillation criterion (see [Swanson, 1968,

Theorem 2.1]).

Theorem B (Hille). Let ¢(x) be positive. The conditions

e 1
liminft/ clx)dr < -
t

t—o00 — 4

oo
limsupt/ c(x)dr <1
¢

t—o00
are necessary conditions for (1.7) to be nonoscillatory.

In our notation, Hille proved that Eq. (1.7) is oscillatory if ¢(x) is positive and either
Q. > i,orQ* > 1.
Nehari (1957) proved the following oscillation criterion.

Theorem C (Nehari). Let ¢(x) be positive. The condition

1 t
limsup/ zic(r)dr > 1
1

t—o0

is sufficient for Eq. (1.7) to be oscillatory.

Forn =1, p = 2, ¢(x) > 0 the Nehari’s sufficient condition for oscillation of ordinary
linear differential equation (1.7) can be written as H* > 1.

In this sense the criteria including the functions H (¢), Q(t) and limes inferior (superior)
of them will be referred as Hille and Nehari type.

2 Hartman—Wintner type oscillation criteria

We start with investigations of nonoscillatory equation and provide an integral characteri-
zation of the fact that finite limit (1.4) exists.

Lemma 2.1. Let W be the solution of Riccati equation (1.2) defined on Q)(a) for some a > 1.
The following statements are equivalent:

@)

[ el e < oo e
Q(a)

(1) there exists a finite limit (1.4)



(iii)

litm inf Cy(t) > —oc. (2.2)

Proof. We multiply the Riccati equation (1.2) by ||z||!~™ and integrate on 2(a, t). Appli-
cation of the identity

'™ div = div(||2]|'"™"@) = (1 = n)l|l=]|7" (@, 7),
and Gauss divergence theorem yield
| el do = [ el do
S(t) S(a)
- (1= n)/ ]| 7" (@, v) da + (p — 1)/ '~ [[]1? deo
a,t) Q(a,t)

+/ |z "e(x)dz = 0. (2.3)
Q(a,t)

We prove three implications: “(i)=>(i)”, “(ii)=>(ii)” and “(iii))=>(@)".
“(i)=>(ii)” Suppose that (2.1) holds. The Holder inequality implies

1/q 1/p
/ rxu1—”|<w,ﬁ>rdxs</ ||x||1—"||wuqu> (/ Hxlll_"_pdx)
Q(ast) Ofart) Qart)
1/q t 1/p
so‘mwwwm>(%/wm>.
Q(a) a

/ lz||”"™ (W, 7) dx < oo. (2.4)
Q(a)

)

Hence

Denote
6:—@—u/rmﬂwwwxﬁ/|MPwmmw
a) S(a)
+u—m/ muwmmw+/ el e(z) dar
Q(a) Q(L,a)
We will show that C' = Cy. Equation (2.3) can be written in the form

5—/ z]|' " e(x) dz :/ 2|~ (@, 7) do
Q(1,t) S(t)

—@—m/ mWﬂwwm+u—m/ |~ (@, 7) de. (2.5)
Q(t) Q(t)

p—1

=T We obtain

Multiplying (2.5) by #*~2, integrating over [a, ] and multiplying by

10



t
sp_2 |1~ (@, 7) do ds

c— (%)p_l [6—0,,(@)} —Cy(t) =

tp 1 / . 2/ ]| |9 e dis
1—
+( -T;p 1 / P 2/ ||| =™ (w0, V) dz ds. (2.6)

The second and the third integrals on the right hand side tend to zero as ¢ tends to infinity
in view of (2.1) and (2.4). The Holder inequality implies

1 t
p_l/ SH/ Izl (i, 7) do ds
t a S(s)

1 t 1/‘1

< L / / lel 7 do | wbPds

2 a S(s)
1/p /q t 1/p
Wn —nil.— 2_
= (/ ol uwuqu> ([ o)

Q(a,t) 0

1/p g
= wn1)2/1’ (/ Hx\l—"”wuqu> £
p— Q(a)

and the first integral in (2.6) tends to zero too. Hence

S(s)

2.7)

IN

lim Cy(t) = C = Co.

The implication “(ii)=>>(iii)” is trivial.
“(iil)=>(1)” Suppose, by contradiction, that (2.2) holds and

/ e dz = +oo.
Q(a)

From (2.3) we get

tﬁ e 2/ |zl (&, 7) do ds
5(s)

sp_2

'~ ||| da ds
Q(a,s)

_ 1_”/tsp—2/ 2|~ (@, ) da ds 2.8)
tp=1 a Q(a,s) ’ ‘

1 t
= [ %ds / 2l (i, 7) do
t a S(a)

1 t
- sp2/ |z||* " c(z) dz ds.
tp a Q(a,s)

Define the function

t
ot) == (p— 1) / @2 / el )¢ da dis.
a Q(a,s)

11



The function v satisfies

Z;(t) — oo fort — oo. 2.9)

Because of the right hand side of the equality (2.8) is bounded from above, there exists ¢,

such that the right hand side of (2.8) is less than 3 ﬂE )1 fort > t,. Now we have from (2.8)

sP2 |z||*~" (@, 7) do ds

t
(1- n)/ sp—z/ |||~ (@, 7) dz ds| (2.10)
a Q(a,s)
fort > t,. Similarly to (2.7) we have

t
sP2 |z||*~" (@, 7) do ds

(-2

1 Y /pt P / 1/q
< x| 7| w]|? dz — = K (tV'(¢ , (2.11)
/Q(a,t) el (p—1)%/p (t'(1)

where K = w;/? (p— 1)7%7%. The Holder inequality gives

t
(1—n)/ sp_z/ |lz||”™ (W, 7) dx ds
a Q(a,s)
t 1/‘1 00 1/p
<o [ ([ e ) ([Teeras)as
Q(a,t) 1

1/q
(n—1) </ - 2/ l|* =" ] da ds)
o
1/p
X < Wp,8 pds) < sp2d3> ds

:(n—1)< ()>1/qtp—1 /p

p—1/ (p—1)?
1/p
-1 p=1
_ (TL )Cfng Ul/q(t)tpp
(013
(2.12)
In view of the fact (2.9) there exists a number t; > t, such that
1/p
-1 =1 1
(=D et Ly (2.13)
(p—1)ats 3

for t > t,. Combining (2.10), (2.11), (2.12) and (2.13) we get

%v(t) < K(t'(t)"*

12



for t > t;. From here

v'(t) - 1/ 11\
vi(t) — t \3K
for t > tp. Integration of this inequality from ?; to oo gives a convergent integral on the

left hand side and divergent integral on the right hand side. This contradiction ends the
proof. O

The following oscillation criterion now follows immediately from Lemma 2.1.

Theorem 2.1 (Hartman—Wintner type oscillation criterion). If

—00 < litm inf Cp(t) < limsup Cp(t) < o0

t—o00

orif
lim Cy(t) = oo,

t—o0
then Eq. (1.1) is oscillatory.

Proof. From the assumptions of the theorem it follows that liminf, .., Cp,(t) > —ooc.
Suppose, by contradiction, that (1.1) is nonoscillatory. If there is a number a > 1 such that
(1.1) has a solution positive on 2(a), then Theorem 2.1 implies that there exists a finite
limit lim; o Cp(t). This contradicts the assumptions and theorem is proved. O

Remark 2.1. Theorem 2.1 extends Theorem A proved using Riccati technique in monograph
[Hartman, 1964, Chap. XI] for linear ordinary differential equation. Remark that there are
several possibilities how to formulate the extension of this classical criterion. Another
generalization of this result was published by Dosly and Marik (2001, Theorem 3.4) under
an additional condition p > n + 1. Here, in Theorem 2.1, we proved an oscillation criterion
without any restriction on p.

Corollary 2.1 (Leighton—Wintner type criterion). If
lim |||} "e(z) dz = oo, (2.14)
t=% JO(1,t)

then Eq. (1.1) is oscillatory.

Proof. If (2.14) holds, then lim;_., Cp(t) = oo and the statement follows from Theorem
2.1. O

3 Hille and Nehari type oscillation criteria

Recall that we will suppose that the finite limit

tlilgo Cp(t) =: C()
exists and we formulate oscillation criteria in terms of functions C)(t), Q(t), H(t) and
numbers Q,, Q*, H,., H*, A and B defined on page 8.
The following lemma simply ensures that the numbers A and B are well defined.
More precisely, we prove that Egs. (1.5) and (1.6) are solvable and introduce some useful
properties of the function defined by the left hand side of these equations.

13



Lemma 3.1. Let a € R be arbitrary number. The function
y(@) = (p = Dw, P|a|? + az

has the following properties:

P
(i) y(x) has its global minimum at the point T = —w,, ® (04) and y(T) = —wy, @ ;
p p
(ii) y(x) is decreasing on (—o0, x| and increasing on [T, 00);
(i) lmy— 100 y(x) = 00
Proof. Follows immediately from computation 3/ = (p — 1)qwn, a/p 2|97 %22 + a. O

If (1.1) is nonoscillatory and 0 is the solution of (1.2) defined on 2(a), then denote

p(t):tp—l/ Izl (5, 5) do fort > a; 3.1
56t

r= 1itm inf p(t), R = limsup p(t);

t—o00

- 1 ~ —p—1
A=—d (” >wn, B=—-o <”p> wn,.
p p

Below we prove appriori bounds for the numbers r, R. We start with one technical
lemma.

Lemma 3.2. Let (1.4) holds, (1.1) be nonoscillatory, w be the solution of (1.2) defined on
Q(a) for some a > 1 and p(t) the function defined by (3.1). The following estimations are
true for everyt > 17 > a:

lp()|* <wi/Pe? /S(t) "] dor; 3.2)

Q) <o) =0 [ (0= ()~ (L= mipe)]s s (33)

) <= p(t)~ [ (0= 0wy los) ~ (o= nt Dp(s)] 0
+ 2 o)+ H): (34
Q) <+ 65)
—n p T
() <= o)+ [P 4 o)+ 1) 66

Proof. The inequality (3.2) follows from the definition of the function p(¢) and from the
Schwarz and Holder inequalities. Multiplying Eq. (2.5) by t”~! we obtain

Q) = oty — [ ) [@— y [ el s — —n)P(S)Sp] ds

14



Now (3.2) implies (3.3). Differentiating (2.5) we obtain

- d p(t)
. 1-n N S
[, Il et do = 585

+ (- 1)/ =" [l do — (1 —n)/ ]|~ (@, ) dor.
S5(t) 5(t)

Multiplying this equality by ¢P and integrating from 7 > a to ¢ we obtain

- /Q o |z [[P~"e(z) de = tp(t) — 7p(1) — p /T tp(S) ds
[

LH() — 7H(r) = / 2P~ e(x) do

(p—1)s” /S( | "] do — (1~ n)p(S)] ds.

Now the fact that

combined with (3.2) implies (3.4). Terms in brackets in the inequalities (3.3) and (3.4) can
be estimated using Lemma 3.1 and after integration we get (3.5) and (3.6). Note that A and
B are the points, which, substituted to p(s) in (3.3) and (3.4), realize the minimum value of
the function in brackets. [

Theorem 3.1. Let (1.4) holds and

tp—1 p—n
I Y ey —cyt >‘
imsup 7 [Co = Cp(O)] > | =

‘P
Wh. (3.7

Then Eq. (1.1) is oscillatory.

Proof of Theorem 3.1. Suppose, by contradiction, that (1.4) holds, there exists a solution
w(z) of the Riccati equation defined on Q(a) for some a > 1 and (3.7) does not hold. We
start with the equality (2.5). Multiplying it by (p — 1)t?~2, integrating over [a, t] and using
(3.1) we obtain

t
w7 (Co = Go) —ar o= o) [ PP as ot [ o

+@—Mf{/\mvwwwx
Qa

)
t
—@—D/ﬁl/ | do ds
a S(s)

—uvwwlémwnwmmw—u—mwl/ el (@, 7) da

Q(a)
¢
+(1—n)/ pis)ds,

where on the right hand side the last six terms appeared from integration by parts from the
last two terms in (2.5). From here and from the inequality (3.2) we conclude

15



(o= Cylt)) < K =71 [ (0= D Plo(o)l1 — (1 = mip(s) 577 s

— [ [o= 0 lots)1 — (= )] L 05

where the constant terms are joint in one constant K. The terms in the integrals can be

estimated by Lemma 3.1 and after integration we obtain
1—nl? P t
n wy In — (3.8)
a

p

=1 (Co — Cp(t)) < K + ‘

Wn, ‘p—n
p—1 p

for t > a, which contradicts (3.7). Theorem is proved. ]
Suitable modifications of the left hand side of (3.7) lead to the following corollary.

Corollary 3.1. Let (1.4) holds. Every of the following conditions is sufficient for Eq. (1.1)
to be oscillatory:

(1) Q« > —oc0 and

1 _ p
lim sup — |z||P~"c(z) dz > ’np Wn 3.9
t—oo Nt Ji<|jz<t p
(ii)
o p |n—pl°
liminf[Q(t) + H(t)] > — Wn (3.10)
t—o0 —1 p
(iii)
1 _ p
Q.>——|"2Pp . G.11)
p—1
(iv)
P
H, > ‘”p W (3.12)
p

Proof of Corollary 3.1. Suppose that (1.4) holds. From the definition of the function Q(t)
it follows

(G- Gy1) = Q) +tp1/ 2l "e(z) da

Q

(L,t)
t
—(p— 1)/ spz/ |z|[*"c(z) dz ds.
1 Q(1,s)

Integration by parts in the second integral gives

(G- Gyl1)) = QM) + /m el etz . (3.13)

)

16



Now the statement (i) follows from Theorem 3.1. Similarly from the definition of the
function Q(t) it follows

-1 <CO - Cp(t)> =(p-1) /j Qf) ds + Cy.

From here and from Theorem 3.1 it follows that (1.1) is oscillatory if (iii) holds. Integrating
by parts in the last equality we have

e (a-G0) =0 [} [@wes+ [ 5 [agaa] e ai

Further

/t Q(s)ds =tQ(t) — Q(1) — /t sQ'(s)ds
1 1

_ t
Q) — Co— P =L — 1)+ (p—1) / / | me() dz ds
p 1 Q(1,s)

t
+/ sp/ |z||* " c(x) do ds.
1 S(s)

Integration by parts in the first integral on the right hand side and the definitions of the
functions Q(t) and H (t) gives

/j Q(s)ds = ;(tQ(t) FLH(t) — Co>~

Hence
Q) / Qs)ds + 0
holds for every ¢t > 1. If (ii) holds, then
hgégf / Q(s)ds >7 n—ppwn

and the equality (3.14) with the Theorem 3.1 implies oscillation of Eq. (1.1). The last
statement follows from the equalities

Ins 1
_ p=n
Gt -Gy =1 [ B et ar ds
1 H(s
[ el re(@yda = /
Int Jou lnt lnt
which can be derived in a similar way. O

For a related result proved by a different technique and for slightly different equation
see Corollary 1.2 of Chapter 5 (page 76).
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Remark 3.1. If the limit

lim llz||* " e(z) da (3.15)

t—00 JQ(1,t)

exists, then the limit (1.4) exists too and both limits are equal. If the limit (3.15) is finite,
then Q(t) takes the form

Q) = ! /Q el ey de

On the other hand, the existence of (3.15) is not necessary for existence of the limit (1.4).
Forp =2,n =1, ¢(x) > 0 is the criterion (3.11) the well-known Hille’s criterion.

If p = n, then the oscillation constant in Theorem 3.1 and Corollary 3.1 equals zero. In
this case the criteria including lim sup, i.e. criteria (3.7) and (3.9), can be restated in the
following sharper form.

Theorem 3.2. Let p = n and (1.4) holds. Each of the following conditions guarantees
oscillation of Eq. (1.1):

€]
limsup t"~[Co — C,(t)] = oo;
t—o00

(i)

Q« > —oo and Iimsup/ c(x)dzr = oo.
Q(1,t)

t—o0

The following theorem completes the criterion (3.10) in some sense.

Theorem 3.3. Let (1.4) and

limsup[Q(t) + H(t)] > pwn. (3.16)

t—o0

’1—71
b

Pn +‘p—n—{—1
p—1 p

Then Eq. (1.1) is oscillatory.

Proof of Theorem 3.3. Suppose, by contradiction, that Eq. (1.1) is nonoscillatory and (1.4)
holds. Then the inequalities (3.5) and (3.6) holds. The sum of this two inequalities
contradicts (3.16). This contradiction ends the proof. ]

1

Remark 3.2. Putting x = P

into the inequality

1—pzlfP+p—1>pll—aff

P
and multiplying it by ‘Z%H 2 we obtain
1—nl” w, |p—n+1JP p |n-pl’
Wy > —— W -
p | p—1 p p—1] p

For p = n — 1 is this inequality trivial. From here it follows that the oscillation constant
in the criterion (3.10), lim inf;_.o[Q(¢) + H(t)], is smaller than that one in the criterion
(3.16), limsup, . [Q(t) + H(t)].

18



In view of the previous results, it is natural to focus our attention to the cases, when
(3.11) and (or) (3.12) does not hold. Suppose

(n—=1)-pp-1)_(n-1
p(p—1) ¢< p )wngQ*S

n—pp

p

Wn

Pat (3.17)

and (or)

1—nq><p—n+1>wn<H*<
b p

p

i 4 N (3.18)

p

1

Remark 3.3. Putting z = 2= into the inequality

1—pr<|1—xlP (3.19)

n—1 p
p—1

—-1) - -1 -1
(n—1) —pp )¢<n )wn<
pp—1) p
In the case n = 1 is this inequality trivial. Similarly we can obtain

1—n(I) <p—71+1>wnS
p p

Wn

we obtain
p—1

and multiplying this inequality by

Pwn

p—1

n—p
p

p
Wn,

n—p

from (3.19) choosing z = .- }H_l and multiplying by ‘p ”H’ wy,. Hence both (3.17) and

(3.18) are meaningful.

In the folowing two technical lemmas we present an estimate for numbers A and B.
Recall that these numbers are defined on page 8.

Lemma 3.3. Let (1.1) be nonoscillatory and let (1.4) and (3.17) hold. Then
r>A> A, (3.20)
where A denotes the smaller of zeros of Eq. (1.5).

Proof. Letw be the solution of the Riccati equation (1.2) definedon Q(a), a > 1. If r =
there is nothing to prove. Suppose that r < oco. If Q. = %@(" l)wn then A
solves Eq. (1.5) and lies on the left hand side from the global minimum of the function
defined by the left hand side of this equation. Then Lemma 3.1 implies that A = A. Now
inequality (3.5) implies

1—nl?

b

Wn
p—1

TZQ*_’ :]{:A

and (3.20) holds.

Suppose that gg := Q. — %@ (”p1> wp, > 0. Then clearly A > A. For

every € € (0,e0) there exists t. > a such that for every ¢t > ¢. the following inequality
holds.

(n=1)—-pp—1) o (n-1
pt) >r—e>r—Q«+ P —1) <I>< ’ )wn
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From the inequality (3.5) we have

P
1—n Wn,

Q*Sr‘i“

p—1

and combining the last two inequalities we get

-1
p(t)>r—5>—<1><np >wn

for t > t.. From here and from Lemma 3.1 it follows that the right hand side of (3.3) can
be increased substituting p(s) by r — ¢, if t > .. Hence, after integration, we have

(p=1DQ) < (p=1)p(t) = (p = Ve, Plr — " + (1 =n)(r — ¢)
for every ¢t < t.. The limit process lim,_,g+ lim inf;_,, gives
(p = Ve, Plr|” + (n = p)r + (p— 1)Qx <0
which implies » > A. The lemma is proved. O

Lemma 3.4. Let (1.4) and (3.18) hold and let (1.1) be nonoscillatory. Then
R<B<B, (3.21)
where the number B denotes the larger zero of Eq. (1.6).

Proof. The proof is almost the same as the proof of Lemma 3.3. Let w be the solution of
the Riccati equation (1.2) defined on 2(a), a > 1. If R = —o0, there is nothing to prove.
Suppose that R > —oo. If H, = 1_7”@) (pfp%ﬂ) wy, then B solves Eq. (1.6) and lies on
the right hand side from the global minimum of the function defined by the left hand side
of this equation. Then Lemma 3.1 implies that B = B. Now the inequality (3.6) implies

p ~
w,=B=B

and (3.21) holds.

Suppose that g9 := H, — 1_T”<I> (p_zfﬂ) wy > 0. Then clearly B < B. For every

e € (0,eq) there exists t. > a such that for every t > ¢.

1- — 1
p(t) <R+e< R+ H, — nq)<p nt )wn
p p

From the inequality (3.6) we have

p—n+1

Ho<-R+|
p

Combining the last two inequalities we get

— 1
p<t><R+€<_¢(Pz+)wn

20



for t > t.. From here and from Lemma 3.1 it follows that the right hand side of (3.4) can
be increased substituting p(s) by R + ¢, if 7 > t.. Hence, after integration, we have

H(t) < =p(t) = (p= D 7| Rtel + (p—n+1)(B+e) (1= 7 ) + 7 | p(r)+H(7)|

for every ¢t < t.. The limit process lim,_,¢+ lim inf; ., gives
(p = Dwp P|R|" + (n — p)R+ H, <0
which implies R < B. The lemma is proved. O

In the following theorem we suppose that only one of the inequalities (3.17) and (3.18)
hold.

Theorem 3.4. Let (1.4) holds. Each of the following conditions implies oscillation of
Eq. (1.1):

®
p

wy, — A hold; (3.22)

—n+1
(3.17) and H* > )W

(i)
p

1 ‘l—n

Proof of Theorem 3.4. Let us prove (i). Suppose, by contradiction, that (1.1) is nonoscilla-
tory and (3.17) holds. The inequality (3.6) implies

p—n+1fF

H*g—r+’
p

From Lemma 3.3 it follows

p

wn_A7

H*S‘anrl

b

acontradiction. The statement (ii) can be proved similarly using inequality (3.6) and Lemma
3.3, which implies

p

1
Wn, (3.24)

Q"<B+——
p—1

n—1
p

a contradiction to (3.23). ]

If both (3.17) and (3.18) holds, then constants in (3.16), (3.22) and (3.23) can be
decreased, as the following theorem shows.

Theorem 3.5. Let (1.4), (3.17) and (3.18) holds. Each of the following conditions implies
oscillation of Eq. (1.1):

(@)
Q" >Q.— A+ B; (3.25)
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(i)
H*>H,— A+ B;
(iii)
limsup[Q(t) + H(t)] > Q. + H, — A+ B. (3.26)

t—o00

Proof of Theorem 3.5. Suppose that (1.1) is nonoscillatory, (3.17) and (3. 18) hold. Suppose

Qs > Tg’%(" 2-1)w, and H, > 1= ”fI)(p ”H)wn Then A > Aand B < B. By

Lemmas 3.3 and 3.4, for every £ € (0, min{A — A, —B + B}) there exists . such that
A<A—e<plt)y<B+e<B

for every t > t.. Lemma 3.1 implies, that the right hand sides of the inequalities (3.3) and
(3.4) can be for t > 7 > t. increased substituting p(t) by A — ¢, B + ¢, respectively. Hence

Qt) <p(t) — w74~ ¢

9 1—n
| +o(A =) (3.27)

and
H(t) < —p(t) — [(p ~ D, PB4 el — (p—n+1)(B + 6)] [1 - ﬂ
+ % [p(f) +H (7)} (328

hold for large ¢ and 7. From (3.27) using the limit process lim._,g4 lim sup,_, . and Lemma
3.4 we obtain

L :TA. (3.29)

Q"< B—w A" +

Combining this inequality and Eq. (1.5) we obtain
Q" <Q.—A+B

which contradicts (3.25). The condition (i) is proved. The condition (ii) follows in a similar
way from (3.28), Lemma 3.3 and Eq. (1.6). The sum of (3.27) and (3.28) gives

1—n
p—1

—(p-n+1)(B+o)][1- ﬂ + %[p(f) + H(r)]

The limit process lim._,g4 lim sup;_, ., (1.5) and (1.6) imply

Q) + H(t) < —w,;q/p)A - ajq + (A=2) = [(p— D 7B + 2

limsup[Q(t) + H(?)] < Qi + H. — A+ B,
t—oo
which contradicts (3.26). R R
If Q. = = o=l g (n=)y, (H, = =0 (24 )y,) then A = A (B = B) and
(3.27) ((3.28)) with ¢ = 0 follows from the statement (ii) of Lemma 3.1 for every ¢ > a.
The rest of the proof is identical with those one given above. O
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The fact that constants from Theorem 3.5 are smaller than those in Theorem 3.4 is
explained in Remark 3.5.

Remark 3.4. The right-hand sides in (3.7)—(3.12), (3.25)-(3.26) are optimal and they

cannot be increased. This follows from the example of the equation with radial function
P
— |p=n 1
@) =57 mr
function ¢(z) produces equality in the above mentioned criteria.

This equation is nonoscillatory, since ||z|| # is its solution, and the

Remark 3.5. The constants in Theorem 3.5 are smaller than the corresponding ones in
Theorems 3.3, 3.4. This follows from the proof of these theorems. Let us show this fact
in the case of oscillation criterion Q*. Lemma 3.1 implies that the constant in inequality
(3.29), which was used in proof of Theorem 3.5, is less than or equal to the constant in
inequality (3.24) used in Theorem 3.4. If, in addition, the first inequality in (3.17) is sharp,
then A > A and the constant in (3.29) is strictly less than that one in (3.24).

Remark 3.6. Recall that the criteria expressed in terms of the functions C)(t), Q(t) and
H (t) are radial in the sense of the classification introduced in Remark 2.3 on page 4 — the
functions C,(¢), Q(t) and H (¢) depend on | S(r) ¢(x) do only and the first step in the proofs
is integration of Riccati equation over ball S(r). Preferring integration over the balls in R™
we loose the information about the distribution of the potential ¢(x) over the sphere S(r).
This makes many things easier and computations more comfortable, but the distribution of
potential over spheres may be substantial in cases when the mean value of the function ¢(x)
over spheres is not sufficiently large.

This disadvantage can be removed using integral averaging technique with the so called
H-function, as shown in the remaining part of this chapter. In the proofs of the corresponding
oscillation criteria we multiply the Riccati equation by a nonradial function first and then
integrate this equation over spheres. As a consequence we get nonradial oscillation criteria.
Moreover, the function H (¢, z) which is used to multiply the Riccati equation is allowed to
contain parts where this function is identically zero and a convenient choice of this function
allows to formulate oscillation criteria for different (but simple) unbounded domains than
exterior of the ball (see for example Theorem 5.1).

4 Oscillation and weighted integral averages
Notation: Let D and D are the sets in R x R" defined as follows:

D={(t,x) eRxR":t > |z|| > to},
Do={(t,z) e RxR": ¢t > [[z| >to}.

Philos (1989) used a class of functions H(t,s) defined on D € R x R to obtain
oscillation criteria for linear second order Sturm-Liouville differential equation. This
technique, usually referred as averaging technique, has been elaborated and extended also
for other types of differential equations, see e.g. [Li, 1995; Kong, 1999; Wang, 2001]. Let
us point out especially the paper [Wang, 2001], where the usual condition % <0is
relaxed.

In the remaining part of this chapter we extend the averaging technique also to our
Eq. (1.1) and obtain new oscillation criteria which are nonradial in their nature and thus

different from usual oscillation criteria published in the literature. It is also shown, that this
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technique allows to get oscillation criteria not only for the exterior of a ball, but also for
different types of unbounded domains. Let us start with a direct extension of [Wang, 2001,
Theorem 1] to Eq. (1.1) (see also Theorem D on page 69).

Theorem 4.1. Let H(t,z) € C(D,[0,00)), and p(x) € C*(Qto), (0,00)) be such that
the function H (t,x) has continuous partial derivative with respect to z; (i = 1..n) on Dy
and the following conditions hold

(i) H(t,z) =0ifand only if t = ||z||

(ii) There exists function k(s) € C([tg, ), (0,00)) such that the function
f(t,s) :=k(s) fS(s) H(t,z)do is nonincreasing with respect to s for every t > s >
to.

(iii) The vector—valued function E(t, x) defined on Dy by

e _ H(t’ I‘)
h(t,z) = VH(t,z) + () Vp(x) 4.1)
satisfies
| H ) Poa) s < oo @“2)
Q(to,t)
fort > to.

I

-1
lim sup ( H(t, x) da)
t—o0 S(to)
|a(t, @) Po@) |
X /Q(to,t) [H(t7$)p(x)c($) - m dr = oo, 4.3)

then Eq. (1.1) is oscillatory.

Proof. Suppose that (1.1) is not oscillatory. There exists T > ¢y, such that (1.1) has
a solution u positive on (7). We use a modified Riccati substitution. The vector variable

[Vu(@)[P~>Vu(z)

W(z) == p(z) B(u()) (4.4)
is well defined on €(7") and satisfies
iv ul[P~2Vu | u
aivida) = pla) I L ) I¥ = (7. Vo() - - Do)

An application of (1.1) and (4.4) to this equality gives

divii(a) = =p(e)e(s) + — (i), V(@) — (p = o' @) i)|? @9

and equivalently



for z € Q(T). Multiplication of this equality by the factor H (¢, x) and integration over
Q(T,t) for t > T yields

H(t,z)p(x)c(x)de = — / H(t,z)divdi(z) de
Q(T1) AT,

*/gm H(t,x >p<)< (), Vo()) d
- / H(t, 2)(p — 1)p" () @) |7 da
QT
From here we conclude that

H(t,x)p(x)c(x)dx = — / div(H (t,z)w(x)) dz
Q(Tt) QT

— 1 R
" /Q(T,t) (VH(t,2),5(2)) dz + /Q(TJ) H(tw)m (W(w), Vp(z)) dz

- / H(t,2)(p — 1)p" () [ 0() | da
QT t)

Application of Gauss-Ostrogradski theorem, the property (i) of the function H (¢, z) and
(4.1) give

/ H(t,z)p(x)c(x)dx = / H(t,z) (W(x), V) dz
Q(Tt) S(T)

' ’ - z)(p —1)p' ()| @z T.
+/Q(T’t) <h(t,ﬂf)7w(l')> dx /Q(T’t) H(t, )(p ]_)p Q( )H ( )”qj6
(4.6)

From here and from the Young inequality
(= DIX|=p (X, 7) + 7" = 0 4.7

—

— — 1—
for X = @(x)Hs (t,2)p 7 (z) and ¥ = h(t,)pr (z)p~ H 7 (t,2) it follows

/ H(t,z)p(x)c(x) dx
QT 1)

. _, \\H(t,x)\l”p(x)
< H(t,x) (w(x), V) dz +/ —————dx.
S(T) ( )( ( ) > QT ppHp—l(t7x)

which is equivalent to

' i, 2ot | o
/Q(T,t) _H(t,a?)p(x)c(x) B ppHp——w dz < /S(T) H(t,z) (W(x), V) do

Hence

' At le@] |
/Q(T,t) _H(t’w)p (@)ele) = P HPL(L, 2) de < w™(T) /S " H(t,z)do, (4.8)
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where w*(T') = max,cg(r){||@(z)|/}. Using (4.8) we are able to estimate the integral
from the condition (4.3)

It a)Peta)
/| - [H(t, Dp(e)e(r) -

S/Q i H(t,x)p(x)c(x) dz —l—w*(T)/S(T)H(t, x)do

(
! P()c(s)  wh(T)
= /to [/S(s) H(t’ l’) dU] k(s) kj(s) ds + k(T) k(T) . H(t, IL‘) do

for t > T where p*(s) = max,cg(s){p(x)} and ¢*(s) = max,cg(s{lc(z)|}. Since
f(t,s) == k(s)/[ s H (t,z)do is a nonincreasing function with respect to s, the above
inequality implies

/ [H(t, z)p(z)e(z) — Hh(t,x)”pp(a:)] dx
Q(to,t)

pPHP=1(t, x)
T p*(s)c* (s w*
<k(to) [ st H(t,x) dU] [/to P (kzs)( )ds - k((TT))

and hence

—1 -
[h(t, 2)[[Pp(z)
( s H(t, ) da) /Q(to’t) [H(t,az)p(m)c(w) - PPt 2) ] dx

T (s)et(s) || h(to)w*(T)
S’“(’5(”[0 W) TR

for large ¢, which contradicts (4.3). ]

Remark 4.1. If both H(t,z) and p(x) in Theorem 4.1 depend on ¢ and ||z|| only, then
Theorem 4.1 reduces to [Wang, 2001, Theorem 1].

S Oscillation in general domains

The following theorem is a variant of the preceding one. In contrast to Theorem 4.1, the
function H (t,z) need not to be positive for ¢y < ||z|| < t in theorems below, but can
attain also zero values. This allows to eliminate “bad parts” of the potential ¢(x) from our
considerations. We will use the following additional notation:

Qoy(a,b) ={z e R":a < ||z < b,H(t,z) # 0},
So(a) = {z € R": ||z|| = a, H(t,z) # 0}.

These sets are used to exclude the parts of the sets 2(a,b) and S(a) where the function
H(t, z) equals zero from the area of integration.

Theorem 5.1. Let H(t,z) € C(D,[0,00)), and p(x) € C*(Qto), (0,00)) be such that
the function H (t,x) has continuous partial derivative with respect to z; (i = 1..n) on D
and the following conditions hold
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) If ||x|| =t > to, then H(t,x) = 0.
(ii) If H(t,x) = 0 for some (t,z) € Dy, then ||[VH(t,x)| = 0.

(iii) There exists functian k( ) € C ([to, 00), (O 00)) such that the function
f(t,s) := k(s fS do = k(s fSo (s) H(t,z)do is positive and nonin-
creasing with respect 10 s for everyt > s > to.

(iv) The vector-valued function E(t, x) defined on Dg by (4.1) satisfies
| H ol i < o 51)
Qo,t(to,t)

fort > t.
If

-1
lim sup ( H(t,z) da>
t—o0 S(to)
It )| p()

H(t ————=| dx = 5.2
X/no,tuo,t)[ (¢, 2)p(z)c() () | T (5.2)

then Eq. (1.1) is oscillatory.

Proof. Assume the contradiction. As in the proof of Theorem 4.1 we conclude (4.6) for
t > T, where 4 is the solution of Riccati-type equation (4.5), defined on Q(T") by (4.4).
Since H(t,x) = ||h(t,z)| = 0 forz € Q(T,t) \ Qo (T, t), we have

/Q(T,t) <E(t’x)7w(x)> - /Q(T,t) H(t, ) (p = 1)p' =" () | (x)]| da

- /Q e [<E(t,x),u7(x)>
—H(t,z)(p — 1)p1—q(g;)||w(x)||4} dz. (5.3)

The following relation follows from (5.3) and from Holder inequality

/Q(T,t) <E(t7x)’w(x)> - /Q(T,t) H(t,x)(p = 1)p' () ()| d

:/Tt [/so,t@) (Rt 2), i) ) do

- / H(t,2)(p — 1)p"9(2) | () |4 do
So,¢(s)

<[ [( [ E @ i)

1

([ e @)’

ds

BWl= e— 1

- / H(t,z)(p - 1)P1_q(fc)\\@(w)\|qd0] ds
So,t(s)
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Application of Young inequality (4.7) gives
[ (feaya@) - [ ‘om0 @)
Q(Tt) AUTt)
t
< [vr [ H )P do ds
T S(),t(s)
= [y @) b
Qoyt(T,t)
Combining this inequality with (4.6) we conclude
| [Hop@e) - o) m ol o]
Qo’t(T,t)

g/ H(t,z) (i(x), 7) da (5.4)
S(T)
and similarly as in the proof of Theorem 4.1 we obtain

L<uﬂmﬂmmﬂﬂ—p%@ﬂ”wwwwmwdx

< / H(t,z)p(x)c(x)dx + H(t,z) (wW(zx), V) do
Q(to,T) S(T)

T p*(s)c*(s) .
< /t [/S(S) Hit,2) da] k) 4w (r) [ H(a)do

k(s) S(T)
T p*(s)c*(s) w*(T)
< k(to) [ st H(t,x) da] [/to R(s) ds + k(D) ] ;

where w*(s), p*(s) and c*(s) are the same as in the proof of Theorem 4.1. The last
inequality contradicts (5.2). The proof is complete. O

Remark 5.1. Condition (ii) claims that if H(¢,z) vanishes, then ||z|| = ¢ or VH(¢,x)
vanishes as well.

Condition (iii) claims (among others) that the set Sy (s) is nonempty for every ¢
satisfying ¢ty < s < t. Hence the function H (¢, x) has parts with positive values on every
sphere centered in the origin.

Remark 5.2. Under (4.2) we understand that the function g(¢, s) defined for ¢y < s < t by
ots)i= [ H @)t do
Soyt(s)

is integrable with respect to s over the interval (¢o, ¢). (The point ¢ may be a singular point
of the integral, since H(t,xz) = 0 for ||z|| = ¢.) A similar commentary explains also, how
to understand (5.1).

Remark 5.3. Let Q C Q(tp) be unbounded domain with smooth boundary 92. If in
addition to the conditions of Theorem 5.1 the function H (¢, x) vanishes outside {2 and both
H(t,x) and ||V H(t,z)|| vanish on OS2 for every ¢ > to, then it follows that Eq. (1.1) is
oscillatory in 2. Hence Theorem 5.1 can be used to formulate explicit oscillation criteria
on different types of domains, than exterior of the ball. Examples of the oscillation criteria
on half—plane are given on page 35.
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The following corollary is an immediate consequence of Theorem 5.1.

Corollary 5.1. Let the assumptions (i) — (iv) of Theorem 5.1 hold. If

-1 .
P
lim sup H(t,z)do / w dr < oo (5.5)
t—oo \JS(to) Qoultor) HP U, @)

and

t—o0

~1
lim sup ( H(t,z) d0> / H(t,z)p(x)e(x)dx = oo,
S(to) Q(to,t)

then Eq. (1.1) is oscillatory.

Theorem 5.1 shows that Eq. (1.1) is oscillatory if the expression

1 .
[ (t, z)|IPp(z)
( R da) /Q o [H(t,x)p(x)c(x) - L

is sufficiently large in a neighborhood of infinity (in the sense of infinite limes superior). As
a natural continuation we deal with the cases when this condition is broken. In this case the
equation still may be oscillatory, if this expression is large in the integral sense. We prove
one technical lemma first.

Lemma 5.1. Let the functions H, h, k and p satisfy the hypothesis (i)—(iv) of Theorem 5.1.
Suppose that (5.5), (5.16) and (5.17) hold. Let u be solution of (1.1) which is positive on
Q(Ty) for some Ty > to and W(x) be the corresponding Riccati variable defined on Q2(Ty)
by (4.4). Then

g HO )9 ) o
=00 g, k(s)fS(S)H(t,x)da

ds < oo. (5.6)

Proof. Let us denote

-1

F(t) = ( H(t,z) dU) / 1R (t, )| - [|()]| dz
S(To) Q(To.t)

—1
G(t) = ( H(t, x) dU) (p— 1)/ H(t,x)p' ()| @(x)]| dz
S(To) Q(To,t)

for ¢t > Tj. As in the proof of Theorem 5.1 we conclude (4.6) and hence

any-rFiy< ([ Hewa)

S(To)

X [ H(t,z)||w(x)|| do —/ H(t,x)p(x)c(x) dz
S(To) Q(Tot)

-1
< w*(Tp) — ( . H(t,z) da) /Q - H(t,2)p(x)c(z) dz
5.7
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holds for every ¢ > T}, where w*(t) has been defined in the proof of Theorem 4.1.

by (5.17)

lim inf[G(t) — F(t)] < w*(Tp) — A(Tp) < oo

t—o00

Suppose that (5.6) does not hold. Then

/ fs( ( )H *( do
t~>oo Ty fS( do N '

According to (5.16) there exists € R such that

H(t,z)do
0 <n < inf {hm inf fS }

s>tg t—o00 k to fS t .CU) do

and for every u € R there exists 77 > Ty such that

S

/t (p—l)fs 2)p! () |[w(z)]|7 do . _n
Ty fS( (t,z)do ~ nk(Th)

for every t > T}. Further there exists 75 > T} such that

kE(Th) fS(Tl) H(t,z)do
k(to) Js(s) H (t,2) do

for all ¢ > T5. From the definition of the function G(t) it follows that for ¢ > T5

G(t):(S(TO)H(t,:c)da /K /Htx )

fs ~(@)||w(2)]|? do :
fs H(t,z)do s

>

holds. Integration by parts and the property (i) of the function H (¢, ) imply

G(t) 2( S(T)H(t,x)dg>1 /; [_i(k(s) /S(S) H(t,:n)d(f)

s (p— 1)f x)p'~(2)||w()]|? do
X(/TU - S fS H(t,r)do df)] ds

and in view of (iii)

S(Tv) i ) : /T1 [_(‘i (k(s) /S(s) H(t,z)do >

s (p— 1)f x)p'~(2)||w()]|? do
X(/TO - S fS H(t,r)do df)] ds.

G(t) z(
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Application of (5.10) gives

1 i t a
G(t) z( . H(t,x)da) oy Al—%(k(s) /5(s> H(t,az)da)ds
pk(Ty) fS(Tl) H(t,z)do
~nk(To) fS(TO) H(t,z)do

In view of (iii)

and (5.11) implies
G(t) = p

for every t > Tb. Since p has been chosen arbitrary, lim; ., G(t) = oco. Let us con-
sider the sequence {t,}>° ; of the points from (75, 00) such that lim,, .. t, = oo and
limy oo [G(tn) — F(tn)] = liminf; .o [G(t) — F(t)]. In view of (5.8) there exists real
constant M with property

Gltn) = Fltn) <M (5.12)
for all n. Hence

lim F(t,) = lim G(t,) = . (5.13)

n—oQ n—od

From (5.12) and (5.13) we obtain

Flt)  _ M 1
Gt = Gltw) 2

for large n. Hence

for large n and combination of this inequality with (5.13) yields

FP(t
lim ( n)

n—00 Gp—l(tn*) = . (514)

However the definition of the function F'(¢) and the Holder inequality give

1
q

F(t) < [( oy FE2) a) /Q(Tmt)(p - 1>H<t,x>plq(w)Hzﬁ(x)nqu]

X [( S(T)H(t,x)da)_l

1
p

X / (p— 1)'"PHP(t, 2)p(@) | h(t, z)|” diU]
QTo.t)
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<[G(t)]s [( H(t,z) da>_1

S(To)
1

X /( (p-—]Jl_pffl_p(t,$)P($)Hﬁ(taw)de$]
QTo.t)

and therefore
FP(t) 1
<p-1)""
GP=1(t) ( ) (sm)

x / (p— V) PHP(t, 2)p(a) |i(t, )| da
Q(To,t)

H(t, ) da)i1

Since by (5.9)
k(Th) fS(TO) H(t,z)do
MWL@%Hﬂumda
for large t, we have

<o = 1) (k)

21

-1
H(t,z)do )
S(to)

% k(To) /Q o O T P (5.15)

If (5.14) would hold we obtain a contradiction with (5.5). This contradiction completes the
proof. O

The following theorem extends [Wang, 2001, Theorem 2]. As stated before, it can be
applied in some cases when (5.2) fails.

Theorem 5.2. Let the functions H, h, k and p satisfy the hypotheses (i)—(iv) of Theorem 5.1.
Suppose also that

fS( (t,z)do
0 < inf hmlnf (5.16)
s>to | t—oo K(t fSt) (t,z)do
and (5.5) holds. If there exists a function A € C()(to),R) such that
~1
inf { / H(t, ) da / [H(tjx)p(az)c(a:)
te(T,00 Q0,¢(Tyt)
R 5.17)
|h(t, 2)[|1Pp()
B i Sl W 4 >
() | 4= AT
forT > tg and
| @y @i (1) ar =, (5.18)
to

where Ay (T) = max{A(T),0} and
-1
= sup { / H(t,x) da / p(x)H(t,x)do } , (5.19)
t>T S(T)
then Eq. (1.1) is oscillatory.
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Proof. Suppose that (1.1) is not oscillatory and  is a solution of (1.1) positive on £2(Tp) for
some T > tg. Let w(z) be Riccati variable defined by (4.4). As in the proof of Theorem 5.1
we conclude (5.4) and by (5.17)
(t :C)H w(z)| do
A(T) < Jsir)
f S(T x)do

holds for every ¢ > T' > T. Hence

(5.20)

A(T) H(t,z)do < / H(t,z)||w(x)| do
5(T) 5(T)
for all t > T'. Holder inequality gives

1

AT [ H(t,z)do < / H(t,z)p"" ()| @ (:E)||qda>q

S(7)
1
/ H(t,z)p(z)do )

From here we get

/ Hit,z)do ) / H(t, 2)p" ()| (z) | do

/ H(t,z) )da)q_l

and the definition of the function p yields

-1
(A ) GO <( [ H(t2)do) H(t,2)p" (@) | () | do

S(T) S(T)

for t > T > Tp. This inequality combined with (5.6) contradicts (5.18). The proof is
complete. 0

Remark 5.4. The supremum in (5.19) always exists, since

(/ Ht2)ds) / p(2)H(t,2)do < max {p(z)}.

S(T) S(T) z€S(T)

Remark 5.5. Comparing Theorem 5.2 with [Wang, 2001, Theorem 2] we see that condition
(5.17) is in the case of ordinary differential equations replaced by a weaker condition where
limsup,_,, stays instead of inf;c(7 ). The reason, why we need the stronger condition
(5.17) is the following. In the proof of Theorem 5.2 we estimate the function A(7") from
above with an expression involving solution of Riccati equation — see (5.20). This bound
does not depend on the value of ¢ in the case of ODE (integrals are missing and terms
H(t, z) cancel), however it does depend on ¢ in the case of Eq. (1.1).

Lemma 5.2. Let the functions H, h, k and p satisfy the hypotheses (i)—(iv) and of Theorem
5.1. Suppose that (5.16), (5.17) and

t—o00

—1
lim inf( H(t,x) da) / H(t,x)p(x)c(x)dr < oo. (5.21)
S(to) Q(to,t)
hold. Let u and 1 be the same as in Lemma 5.1. Then (5.6) holds.
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Proof. As in the proof of Theorem 5.1 we see that (4.6) holds. With the notation of Lemma
5.1, inequality (5.7) holds. Hence

-1
limsup[G(¢t) — F(t)] < (Tg)—hmmf( T)H(t,m)da)

t—oo t—o0
></ p(x)c(z) dz
Q(to,t)
w*(Ty) — A(Ty) < (5.22)

By (5.17)

Al S( S >H<t’x) da>_1/ﬂ (to.) [H(t’ Peete) - W] v

for t > tg. Hence by (5.21)

-1 h(t,z)||P
lim inf( H(t,2) da) / W "
o M S(to) Qo(tot) P (t,x)

-1
<lim inf( H(t,z) da) H(t,z)p(x)c(x)dx — A(to)
S(to) Q0,¢(to,t)

t—o00

<00. (5.23)

Let us consider the sequence {t,, }°° ; in (7, co) satisfying lim,, ., t,, = 0o and

-1 (tn, x)|[P
lim ( H(t,,x) da) / W dx
TN S (to) Qo,t, (to,tn) P (tn, )

-1 T p
:hgninf( H(t,x)da> / de_
e S(to) Qo,t(to,t) D ( 7«’L‘)

Now suppose by contradiction that (5.6) fails. As in the proof of Lemma 5.1 and using
(5.22) we conclude (5.13). Using the same procedure as in Lemma 5.1 we obtain (5.14) and
(5.15), which contradicts to (5.23). Hence (5.6) holds. ]

The following theorem extends [Wang, 2001, Theorem 3]. It is a variant of Theorem
5.2 with (5.5) replaced by (5.21).

Theorem 5.3. Let the functions H, h, k and p satisfy the hypotheses (i)—(iv) of Theorem
5.1. Suppose also that (5.16) and (5.21) hold. If there exists a function A € C(Q(tp),R)
such that (5.17) and (5.18) hold, then Eq. (1.1) is oscillatory.

Proof. The proof is almost the same as the proof of Theorem 5.2. Lemma 5.2 is applied
instead of Lemma 5.1. [

6 Oscillation criteria on half-plane

In the remaining part of this chapter we specify general ideas introduced on previous pages
and derive oscillation criteria on half-plane x5 > 0.
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Example 6.1. Consider the Schrodinger partial differential equation (1.3) in R?, i.e., n =
p = 2. For A > 1 define the functions H, k and p as follows:

p(z) = for x € R?

k(s) = fors > 1

1
1
S
H(t, I’) _ (t - T))\ Sin2 Y pe [0771-)7
¢ € [m,2m),

where 7 and ¢ are the radial and the polar coordinates of the point = € R?. Itis easy to see that
St.0(s) is the top half-circle with radius s < ¢ and fs(s) H(t,z)do = Z(t—s)*s = O(t1).

Since p(z) = 1, h(t,z) = VH(t, z) holds and consequently

- s At —r)P2sint o + Zl(t_?f;)2A sin? pcos?p @ € [0,7),
[a(t, 2)|" =
0 @ € [m,2m).

Direct computation shows

t — A
Gl cos? @

H(t,2)||h(t, )| = N(t — r)* 2sin® o + 4
.

for x € Q0 ¢(tp) and (5.1) clearly holds. Further (5.2) has the form

limsupt > / {c(m(r, ©))(t —r)*sin’ ¢
M(t)

t—o00
(t —r)*

/\2
2 cos? go} dxr = oo, (6.1)

— Z(t — ) 2sin? p —

where M (t) = {(w1,22) € R? : 1 < 2? + 22 < #? 25 > 0}. Since

t—o00 t—o00 2

t
lim t_)‘/ (t — ) 2sin® pdz = lim t_)‘ﬂ/ r(t—r)* 2 dr
M(t) 1

T t
< lim t’\/ t(t —r) " 2dr
t—o00 2 1
1 S A—1
ot e

is (6.1) equivalent to

PR
lim sup ¢t~ /M(t) [c(m(r, ©))(t —r)*sin® p — ( r;) cos? | dz (1, @) = .

t—o0
Hence (6.1) is sufficient for Eq. (1.3) to be oscillatory on the half-plane zo > 0.

Example 6.2. Let us consider the same equation as in Example 6.1. Let us change the

function p(z) into p(z) = ﬁ = % The computation in polar coordinates yields

IR(t, 2)]|? =A2(t — )P 2sin? o 4+ 2A(t — 7)1 T sint

+ (t — ) r2sint o 4+ 4(t — )P 2sin® p cos?

35



for ¢ € [0,7) and Hl_i(t,a:)H2 = 0 otherwise. As in the preceding example, (5.1) holds.
Further integrating in polar coordinates we ensure that (5.5) holds. Then the condition

limsupt > / c(x(r, )t — ) tsin? pdz (r, @) = 0o
t—00 M(t)
is a sufficient condition for oscillation of Eq. (1.1) on the half-plane x5 > 0.

Remark 6.1. In contrast to common results in the literature, the conditions in Examples
6.1 and 6.2 are not affected by the behavior of the function ¢(z) on the half-plane z2 < 0,
which may be “relatively bad”.
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Chapter 3

Three terms PDE with p-Laplacian

1 Introduction

In this chapter we study the half-linear partial differential equation with p-Laplacian and
damping term in the form

div (|| Vu[P2Vu) + <z7(x), \|vu||P—2vu> + e(2)®(u) = 0. (1.1)

The functions ¢(z) and b(z) are assumed to be Holder continuous functions on the do-
main Q(1). The solution of (1.1) is every function defined on (1) which satisfies (1.1)
everywhere on €2(1).

Some of the results are formulated for simplicity also for the linear equation

Au + <5(:E), Vu> +ce(x)u=0 (1.2)
which can be obtained from (1.1) by putting p = 2, for the Schrédinger equation

Au+ c(x)u=0 (1.3)
obtained for p = 2 and b = 0 and also for the undamped half-linear equation

div (|| Vul[P~2Vu) + c(z)®(u) = 0 (1.4)

which has been studied in Chapters 1 and 2 and can be obtained from (1.1) by putting b= 0.

The main difference between the results from this chapter and similar results in the
literature lies in the fact, that our criteria are not “radial” in the sense of the classification
from Remark 2.3 on page 4. See also the discussion in Section 3.1 of the current chapter.
2 Riccati inequality
We start this chapter by investigating the partial Riccati-type differential inequality

divd + || d||7 4+ ¢(z) <0

and some generalizations of this inequality in the forms

div (a(z)W) + Ka(z)||w]|? 4+ a(x)e(z) <0 (2.1)
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and
div @ + K|[@|9 + e(z) + <u7, 5> <0, 2.2)

where K € R, ¢ > 1. The assumptions on the function « are stated below.

We consider the Riccati inequality on two types of unbounded domains in R™: The
exterior of a ball, centered in the origin, and a general unbounded domain €2. In the latter
case we use the assumption:

(A1) The set € is an unbounded domain in R™, simply connected with a piecewise smooth
boundary €2 and meas (2 N S(t)) > 0 for t > 1.

Theorem 2.1. Let () satisfy (A1) and c € C(2, R). Suppose that « satisfies
a e CHQNQag), RT) N CyH(Q,R),

1—q

/OO (/ a(x) da) dt = oco. (2.3)
ag QﬂS(t)

Further suppose that there exist a > aq, a real constant K > 0 and a real-valued differ-
entiable vector function W(x) which is bounded (in the sense of the continuous extension,
if necessary) on every compact subset of QX N (a) and satisfies the differential inequality
(2.1) on QN Q(a). Then

t—o0

lim inf/ a(z)e(r)dr < oo. (2.4)
QNQ(ao,t)

Proof. For simplicity let us denote Q(a) = Q(a) N Q, S(a) = S(a) N Q, Qa,b) =
Q(a, b) N Q. Suppose, by contradiction, that (2.1) and (2.3) are fulfilled and

lim a(x)e(x)dr = oco. (2.5)
t—o0 ﬁ(ao,t)

Integrating (2.1) over the domain ﬁ(a, t) and applying the Gauss-Ostrogradski divergence
theorem we get

/lcu@<wm»ﬁw»da—1[,cum<wmxﬁm»da
5() 5(a)
—I—/~ a(x)c(z)de + K | a(z)||w(z)||?de <0, (2.6)
(a,t) Sa.t)

where /() is the outside normal unit vector to the sphere S(||z||) in the point x (note that
the product o(z)w(x) vanishes on the boundary 95 since o € Cp(Q, R) and 7 is bounded
near the boundary). In view of (2.5) there exists £g > a such that

/~ o(2)e(z) dz — /~ o(2) (G(x), 7(x)) do > 0 27
Q(a,t) S(a)

for every t > tg. Further, Schwarz and Holder inequalities give

—Aﬁmwwﬂwwséﬁ@wmw

< (/gm a(x)”w(x)”qda)l/q(/g(t) o(z) da)l/p.

(2.8)
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Combination of inequalities (2.6), (2.7), and (2.8) gives

K[ owli@irar < ([ a@i@ia) ([ awae)”

for every £ > tg. Denote

olt) = / o(@) ()] da

Q(a,t)

Then the last inequality can be written in the form

Kg(t) < (g’(t))l/q (/g(t) a(z) da)l/p.

From here we conclude for every ¢t > ¢y

Kig(t) < ¢'(t) </~ a(r) do—)Q/p

5(t)

hold and equivalently

K (/:é@) o) da)liq = )

This inequality shows that the integral on the left-hand side of (2.3) has an integrable
majorant on [t, c0) and hence it is convergent as well, a contradiction to (2.3). t

Frequently considered cases are 2 = R"™ and Q2 = Q(ag). In these cases the preceding
theorem gives:

Corollary 2.1. Let o € C*(Q(ap),RY), ¢ € C(Q(ap),R). Suppose that

0o 1=q
/ (/ a(z) da> dt = o0. (2.9)
ag S(t)

Further suppose, that there exists a > ag, real constant K > 0 and real-valued differen-
tiable vector function W (x) defined on 2(a) which satisfies the differential inequality (2.1)
on Q(a). Then

t—o00

lim inf/ a(z)c(r)dr < oco. (2.10)
Q(ao,t)

Proof. The proof is a simple modification and simplification of the proof of Theorem 2.1
and therefore it is omitted here. 0

In the following theorem we use the integral averaging technique which is for second
order linear ordinary differential equation due to [Philos, 1989] and has been used for two
terms equation already in Chapter 2 on page 23. Consider two-parametric weight function
H(t,z) defined on the closed domain

D={(t,z) ERxR": a9 < |lz]| <t} (2.11)

Denote Dy = {(t,z) € R x R" : ag < ||z| < t} and suppose that the function H (¢,z)
satisfies the hypothesis
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(A2) H(t,z) € C(D,R) N CH(Do,RY).
Some additional assumptions on the function H are stated below.

Theorem 2.2. Let ) be an unbounded domain in R™ which satisfies assumption (Al),
c € C(QR) and b € C(Q,R™). Suppose the function H(t,x) satisfies (A2) and the
following conditions:

() H(t,z) =0forz & Q.
(ii) Ifz € ON), then H(t,x) = 0and |VH(t,z)|| = 0 for everyt > x.
(iii) Ifx € Q°, then H(t,z) = 0 if and only if ||z| = t.

@iv) The vector function ﬁ(x) defined on Dy with the relation

— -

h(t,z) = =VH(t,x) + b(z)H(t, z) (2.12)
satisfies
/ H'"7P(t,2)||A(t,2)||P dz < . (2.13)
Q(ap,t)NN

(V) There exists a continuous function k(r) € C([ag,00),R") such that the function
flt,r) = k(r) fS(r)ﬂQ H(t,z)dx is positive and nonincreasing on [ag,t) with
respect to the variable r for every t, t > r.

Further suppose that there exist real numbers a > ag, K > 0 and differentiable vector

Sfunction W (x) defined on ) which is bounded on every compact subset of QN Q(a) and
satisfies Riccati inequality (2.2) on Q N Q(a). Then

I, 2)|I"

/ [H(t, z)c(z) — (Ko pHr-1(t.7) dzr < oo.
(ap,t)N2

-1
lim sup H(t,z)do
t—00 S(ao) 0

(2.14)

Remark 2.1. Let us emphasize that nabla operator V H (¢, x) relates only to the components
of x,i.e. VH(t,x) = (i cee %) H(t,z), and does not relate to the variable ¢.

oz’

Proof of Theorem 2.2. For simplicity let us introduce the notation (a), S(a) and Q(a, b)
as in the proof of Theorem 2.1. Suppose that the assumptions of theorem are fulfilled.
Multiplication of (2.2) by the function H (¢, x) gives

H(t,) divdi(x) + H(t, 2)e(x) + KH(t, ) [0(2)|0 + H(t,) ((z). Bz) ) <0

and equivalently

div(H (t,z)w(x)) + H(t, z)c(x)
+ KH(t,z)||w(z)||?+ <1D'(x),H(t,x)g(:r) — VH(t,x)> <0
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for z € Q(a) and ¢ > ||z|. This and Young inequality
llP _, blla
Mi<a,b>+ﬁzo. (2.15)
p q
imply

|H (t,)b(z) — VH(t, )|
(Kq)P~lpHP=1(t, 2) =0

div(H (t,x)w(x)) + H(t,z)c(z) —

Integration of this inequality over the domain Q (a, t) and the Gauss-Ostrogradski divergence
theorem give

o ),

" Jy T (@), P} o +/s~z<a,t> [70.2)e(0)~ et T2

xr <0

and hence

It )
/fll(mt) [H(t, l‘)C(fL‘) - (Kq)p_lpHp_l(t’ x)} dr < /§(a) H(t, ,ZU)HUJ(:L’)H do

holds for ¢ > a. We will use this bound to estimate the integral from condition (2.14)

I (t, ) ?
/ﬁ(ao,t) [H(t, x)C(x) - (KQ)p_lpHp_l(t7 33)} dr
I (t, 2)?

_/fz [H(t,x)c(x) - (Kq)P—lpHP—l(t,m)] dz

(ao,a)
(e, )P
oy i )

x)dz +/ H(t,2)|w(z)| do .

+ [H(t 2)e(x) —
Q(ant)

Q (ao,a

Denote the maximal functions ¢*(r) = max{|c(x 2 € S(r)} andw*(r) = max{|w(z)| :
z € S(r)}. Then

IA(t, )P
/fz(ao,t) [H(t’ mele) - (Kq)P~1pHP=1(t, ZC)} dr

)
<k(ag) | H(t,z)do [/ c*(r) dr + w*(a)}

S(ao)

holds for every t > ag. From here we conclude that the expression

1 I7a(t, )][?
H(t,x) da) / [H(t, x)e(z) — } dx
( S(ao) Oao,t) (Kq)P~lpHP=1(t, )
is bounded for all ¢ > ag. Hence (2.14) follows. The proof is complete. 0
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As in Corollary 2.1, we restate the result of Theorem 2.2 also for 2 = R™.

Corollary 2.2. Let ¢ € C(Q(ag)), b € C(Qag), R™). Suppose that the function H(t, )
satisfies assumption (A2) and the following conditions:

(i) H(t,z) =0ifand only if ||z|| =t

(ii) The vector function H(a:) defined on Dq with the relation (2.12) satisfies

/ HY“P(t,2)||h(t, z)||P dz < oo
Q(ao,t)

(iii) There exists a continuous function k(r) € C([ag,00), R") such that the function
flryt) :==k(r) fS(r) H(t,x)dz is positive and nonincreasing on [ag, t) with respect
to the variable r for every t, t > r.

Further suppose that there exist real numbers a > ag, K > 0 and differentiable vector
Sfunction W(x) defined on Q2(a) which satisfies the Riccati inequality (2.2) on Q(a). Then

H(t,x)da)il /Q(

The proof of this theorem is a simplification of the proof of Theorem 2.2.

Ih(t,z)||P
(Kq)p~pHP=1(t,z)

lim sup( {H(t,x)c(ﬂs)— dr < oo.
S(

t—o0 ag) ao,t)

3 Oscillation of three terms half-linear equation
Recall that in the current chapter we study three terms half-linear equation (1.1)
div (|| Vu[P2Vu) + <z7(x), \|vu||p—2vu> + e(2)®(u) = 0.

Our main tool will be a modification of Lemma 3.1 from page 6 which presents the rela-
tionship between positive solution of (1.1) and a solution of the Riccati-type equation:

Lemma 3.1. Let u be a solution of Eq. (1.1) which has no zero on the domain {2 C R".
Then the vector variable 1 (x) defined on the domain 2 by

_ [IVu@)|P~*Vu(z)

J 3.1

) = @ Pula) G
is well defined on () and satisfies the Riccati-type equation

divis + c(z) + (p — 1)]J@])? + <u7, E(z)> =0 (3.2)

for every x € ().
Proof. From (3.1) it follows (the dependence on the variable x is suppressed in the notation)

div (|| Vul[P-2V
giv = SV Vel “)—(p—1)

lulP—2u

[Vull?
jufP
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on the domain €). Since w is a positive solution of (1.1) on €2 it follows

N\ vul
avis =~ (5. )~ -0
IVl Il
-~ (p—1 = (g, I Ve
e T R T

Application of (3.1) gives divil = —c— (p—1)||w||9— <g, u‘)’> on 2. Hence (3.2) holds. [

The first theorem concerns the case in which left-hand sides of (3.2) and (2.1) differ at
most in a multiple by the function a.

Theorem 3.1. Suppose that there exists function o € C*(Q(ag), RT) which satisfies
(i) for z € Q(ap)
Va(z) = b(z)a(z) (3.3)

(1) condition (2.9) holds and
(iii)

lim a(z)e(r)dr = oo. (3.4)
=00 JQ(ao 1)

Then Eq. (1.1) is oscillatory in Q(ag).

Proof. Suppose, by contradiction, that (2.9), (3.3) and (3.4) hold and (1.1) is not oscillatory
in Q(ap). Then there exists a real number a > ag such that Eq. (1.1) possesses a solution
u positive on (a). The function (z) defined on 2(a) by (3.1) is well-defined, satisfies
(3.2) on Q(a) and is bounded on every compact subset of Q(a). In view of condition (3.3),
Eq. (3.2) can be written in the form

adivid + ac+ (p — 1)a||d||? + (&, Va) =0

which implies (2.1) with K = p — 1. Corollary 2.1 shows that (2.10) holds, a contradiction
to (3.4). O

The following theorem concerns the linear case p = 2.

Theorem 3.2. Let o € C(Q(ag), RT) Denote

1

Ci(z) = c(z) — 102(2)

|()bia) - Voz(x)HQ - o (a@)i() -~ Va(a)).

Suppose that

/a:o</s(t)a(x)do)

lim a(z)Ci(r)dr = oco. (3.5)

t=00 JQ(ao,t)

1
dt = o0,

Then the linear damped PDE (1.2) is oscillatory in (ay).
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Proof. Suppose, by contradiction, that (1.2) is nonoscillatory. As in the proof of Theo-
rem 3.1, there exists a > ag such that (3.2) with p = 2 has a solution w(x) defined on Q(a).

Denote W () = (z) + %(5 - %) Direct computation shows

div(aW) = (Va, @) + adivd + % div(ab — Va)

= (Va,w) — ac — a|d|* - <al_;, ZD’> + %div(ag— Va)

. 1 . - 112 N 1/- Va
_—a<c—2adlv(ab—Va)—|—|w|| +2<w,2<b—a)>>

oo g+ o - P - )

= -afe- (e v - - ) -l 36~ 52

and the function W satisfies

div (aW) + Cra+al|[W|[?=0
on 2(a). However by Corollary 2.1 inequality (2.10) with C instead of ¢ holds, a contra-
diction to (3.5). ]

The next theorem deals with the general case p > 1. In this case we allow also another
types of unbounded domains, than Q(ay).

Theorem 3.3. Let ) be an unbounded domain which satisfies (A1). Suppose thatk € (1,00)
is a real number and o € C*(Q(ag), Ry is a function defined on Q(ag) such that

(i) a(z) =0ifand only if v ¢ Q2N Q(ayp),
(i1) (2.3) holds.
For z € QN Q(ag) denote

Cale) = cla) = ot [Jala)ie) - Vata)|
If
lim a(x)Ca(zr)dr = oo (3.6)

t=00 JanQ(ao,t)
holds, then Eq. (1.1) is oscillatory in ).

Remark 3.1. Under (3.6) we understand that the integral
£(t) = / a(2)Cs(x) do
QNS(t)

which may have singularity near the boundary 0f) is convergent for large ¢’s and the function
[ satisfies [*° f(¢)dt = oo.
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Proof of Theorem 3.3. Suppose, by contradiction, that (1.1) is not oscillatory. Then there
exists a number a > ag and a function u defined on €(a) which is positive on 2 N Q(a)
and satisfies (1.1) on 2N 2(a). The vector function w(z) defined by (3.1) satisfies (3.2) on

Q2 N Q(a) and is bounded on every compact subset of {2 N 2(a). Denote [ = k7T and let
[* be a conjugate number to the number [, i.e. % + ll* = 1 holds. Clearly [ > 1 and [* > 1.
Riccati equation (3.2) can be written in the form

—1 . 1
v )+ P () < )+ P () <o

l

for x € QN Q(a). From inequality (2.15) it follows

p=1y g [z Va\ _ (=g fl@|* /. 1  Va
P+ (a5- ) = R (I (o o (5- )
p

_ D N
L _=Dg__ |l Val'1
I [(p—1gP all p
S PO 3
pP a
__Fkp_ Vaf”
= a

Hence the function 0 is a solution of the inequality

—1
div it + o) + 2 ] + <w, 20‘> <0

on 2 N Q(a). This last inequality is equivalent to

-1
div(aw) + aCs + pl—*auwuq <0.

By Theorem 2.1, inequality (2.4) with (5 instead of ¢ holds, a contradiction to (3.6). The
proof is complete. 0

The last theorem makes use of the two-parametric weight function H (¢, z) from Theo-
rem 2.2 to prove the nonexistence of the solution of Riccati equation.

Theorem 3.4. Let 2 be an unbounded domain in R™ which satisfy (Al). Let H (t,x) be the
function which satisfies hypothesis (A2) and has the properties ()—(v) of Theorem 2.2. If

: -1 IR (t, =) |”
lim sup H(t,z)do / H(t,z)c(r) — ————F—| dz = o0,
P ( S(ao) (t,) ) a0, [ (8, z)e() pPHP=L(t, z)

3.7

then Eq. (1.1) is oscillatory in €.

Proof. Suppose, by contradiction, that (1.1) is nonoscillatory. Then Riccati equation (3.2)
has a solution defined on 2 N Q(7T") for some 7' > 1, which is bounded near the boundary
0f). Hence (2.14) of Theorem 2.2 with K = p — 1 holds, a contradiction to (3.7). Hence
the theorem follows. O
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3.1 Examples

Let us illustrate the ideas from the preceding text on examples. The specification of the
function « in Theorem 3.3 leads to the following oscillation criterion for a conic domain on
the plane. The function « is function of a polar coordinate ¢ only.

Corollary 3.1. Let us consider Eq. (1.4) on the plane (i.e. n = 2) with polar coordinates
(r, @) and let

Q={(z,y) eR?: 1 < p(x,9) < 2}, (3.8)

where 0 < @1 < o < 21 and @(z,y) is a polar coordinate of the point (z,y) € R2
Further suppose that the smooth function o € C*(Q(1),R}) does not depend on r, i.e.
a = a(p). Also, suppose that

(i) a(p) # 0ifand only if p € (p1,p2)

(i1)
22 ol (o)["
L ;:/ ——_dp < o, (3.9)
o 4aP~1(p)
— Oa
where o, = >

Each one of the following conditions is sufficient for oscillation of (1.4) on the domain €):

(1) p>2and
t ©2
tlim r/ c(ryp) alp)dy dr = o (3.10)
—o0 Jq o1
(1) p=2and
I A
liminf/ r/ c(ryp) ale)de dr > I, (3.11)
t—oo Int 1 »1

where c(r, ) is the potential c(x) transformed into polar coordinates and I is defined by
(3.9).

Proof. First let us remind that in the polar coordinates dz = rdr dy and do = rdy
holds. Direct computation shows that

/°° (/Qms(t)a(x) d0>1ith = /: a(p)de ~/Oo a4t .

and the integral diverges, since p > 2 is equivalent to ¢ < 2. Hence (2.3) holds. Trans-

forming the nabla operator to the polar coordinates gives Va = (0,7 'a/,(¢)). Hence,

according to Theorem 3.3, it is sufficient to show that there exists £ > 1 such that

koo (tp)!p]
lim c(r,o)alp) — ——2"— | dz = 0. (3.12)
t=00 Jon(1,t) [ (. @)ae) pP rPar=1(p)
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Since for p > 2
Oé/ p (%25)) al p t
lim %daz :/ ﬂ lim [ r'Pdr < oo,
t—00 Jona(,y) TPaP(p) o P (p) i 1

conditions (3.12) and (3.10) are equivalent.
Finally, suppose p = 2. From (3.11) it follows that there exists {y > 1 and € > 0 such
that

1

— c(ryp)alp)de > I + 2€
Int Jona(

for all ¢ > ¢y and hence
/ c(r, o) a(p)de > [k[l + e] Int
QNQ(1,t)

where k =1 + el L holds for ¢ > to. Since

klnt _
khint = —— |a;(so>|2a "(p)de
$1
bk _
= [ ([ ebra rae) ar
P1

k ! 2 -1
= — | a dz
[ AR

holds, the last inequality can be written in the form

k log (o)
/QﬂQ(l,t) [c(?“, pla(p) — 1 7%(@] dr > elnt

and the limit process ¢ — oo shows that (3.12) holds also for p = 2. The proof is
complete. O

Example 3.1. For n = 2 consider Schrodinger equation (1.3), which in polar coordinates

(r, @) reads as

10 /0 1 02
G2 Yy e(r,o)u = 0. (3.13)

ror\ or ﬁaigﬂ

In Corollary 3.1, let us choose 1 = 0, 2 = 7, () = sin? ¢ for € [0, 7] and a(p) = 0
otherwise In this case the direct computation shows that the oscillation constant /7 in (3.11)
i.e. the equation is oscillatory on the half-plane 2 = { r1,22) € R? 1wy > 0} if

tg(r)lom/ / r, @) sin(p)dp dr > 5 (3.14)

Similarly, the choice a(p) = sin® ¢ gives an oscillation constant 3/2.

27

Remark 3.2. It is easy to see that condition (3.14) can be fulfilled also for the function ¢
which satisfy fo c(r, ) de = 0. Usual radial criteria fail to detect the oscillation in this
case.
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Another specification of the function a(x) leads to the following corollary.

Corollary 3.2. Let Q be an unbounded domain in R? specified in Corollary 3.1. Let
A € CY([0,27],R}) be a smooth function satisfying

(i) A(p) # 0 ifand only in @ € (1, 2)
(i) A(0) = A(27) and A’'(0+) = A'(27—)

(ii1) the following integral converges

2 [A2()(p — 2 + (A(9))?]"
I ;:/ dy < . (3.15)
S pPAPI(p) v
If
1 t P2
liminf/ rpl/ c(r, ) A(p)dp dr > Iy, (3.16)
t—o00 lnt 1 o1

then (1.4) is oscillatory in ).
Proof. Let o be defined in polar coordinates by the relation
alz(r,p)) = "2 Alp).

Computation in polar coordinates gives

/Oo (/ms(t)a(w) da)l_th —/oo (rp%)l_q dr /:2 A(p) dg
/ —dr /PTZA(w)d@ = 00

and hence (2.3) holds. An application of nabla operator in polar coordinates yields

Va(a(r,g)) = (202D L 20D _ o1 2)4(0), 4'(1)

r

and hence
IVa(a(r,@)[P _ @9 [(p - 2)24%(p) + A%(p)]""
aP~(z(r,p)) r(p=1)(p=2) AP—1(y)

2 l(p—224%(p) + A%(0)]""
Ar=i(p)

holds on €. Integration over the part 2 N .S(r) of the sphere S(r) in polar coordinates gives
(in view of (3.15))

[Valr ol
/Qns e R

From (3.16) it follows that there exist real numbers ¢ > 0 and ¢y > 1 such that

1— pl/ ) de dr >I2+26—I2(1+d ) (3.17)
nt o1
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holds for ¢ > tyg. Denote k = 1 + el L Clearly £ > 1. From (3.17) it follows that for
t>1g

t P2
/ rP1 / c(r,p)A(p)dp dr > kIyInt +€elnt
1 P1
holds. This inequality can be written in the form
t P2
/ |:Tp1/ c(r,p)A(p)dyp — 7‘71]{3]2] dr > elnt
1 ¥1

which is equivalent to

[Va(r, @)Hp}
c(r,p)a(r,p) — k—————"—=| dz > elnt,
/QﬁQ(l,t) [ (- @)adr. e) pPar=i(r, )

where dr = r dr de. Now the limit process t — oo shows that (3.6) holds and hence (1.4)
is oscillatory in €2 by Theorem 3.3. O

Example 3.2. An example of the function A which for p > 1, ¢1 = 0 and 9 = T satisfies
the conditions from Corollary 3.2 is A(y) = sin? ¢ for p € (0, 7) and A(p) = 0 otherwise.
In this case the condition

1 t ™
ht@»g}flnt/l rp1</0 c(r,go)sinpcpdcp>dr

- ™ [(p —2)? sin?? ¢ + p? sin??~2 p cos? go]p

/2

de

is sufficient for oscillation of (1.4) (with n = 2) over the domain ) specified in (3.8).
Here c(r, ¢) is the potential ¢(x) transformed into polar coordinates (r, ¢), i.e. ¢(r,p) =

c(@(r,¢))-

Corollary 3.3. Let us consider Schrodinger equation (3.13) in polar coordinates. Every
of the following two conditions is sufficient for the oscillation of this equation over the
half-plane

Q:{(xl,xg) GRZZxQ >0}.

(i) There exists A > 1 such that

t ™
lim sup t/\/ (t— r))‘(r/ c(r, p)sin? pdp — %) dr = oo. (3.18)
1 0

t—o00

(ii) There exists A > 1 and v < 0 such that

t ™
lim sup t_’\/ Tt — r)’\/ c(r, ) sin® pdp dr = occ. (3.19)
1 0

t—o00

Proof. For ~ < 0 let us define

Hit.x) r(t —r)*sin o o € (0n),
,X) = )
0 otherwise,
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V= (g, % %). Hence
ﬁ(ta :I:(Ta 90)) = _VH(t’ ‘T(T? QD))
=— (r'yfl(t — ) Yy (t —r) = Ar)sin? @, 2r77L(t — )} sin ¢ cos cp)
and consequently

|t 2 (r, )1

_ 2,72 A in? y—1 A1 o2
=572 (t — r)sin p — 2\ T (t — 7)Y Tsint
H(t,2(r, ¢))

+ 2277 (t — ) 2sin? o + 4772 (t — 7)* cos? . (3.20)

Inequality A — 2 > —1 holds for A > 1. Hence the integral over Q2 N (1, ¢) converges and
(2.13) for p = 2 holds. Further

s
/ H(t,z)do :r/ 7 (t —r)*sin? pdp = Er7+1(t—r))‘
S(r)NQ 0 2
and the condition (v) of Theorem 2.2 holds with k(r) = r~'=7. It remains to prove that
conditions (3.18) and (3.19) imply (3.7). Since [ sin®pdp = [ cos?pdp = I, it
follows from (3.20) that

z 2
/ ||h(t,x('r, @))H do 23(72 + 4)7,7—1(75 . ,r_))\ o 71')\’)/7“7(25 o T)A—l
S(r)

N H(t,$(7“, 90)) 2
+ %)\27'7“(16 — )2 (3.21)
Next we will show that
t
lim ¢t [ 7t —r)*Ldr < oo, (3.22)
t—o00 1
t
lim ¢t [ (@t —r)?2dr < o0 (3.23)
t
— 00 1
and for v < 0 also
¢
Jim t=A / 7t — ) dr < oo (3.24)
— 00 1

holds. Inequality (3.22) follows from the estimate

t t
1
/ Pt —r)Ldr S/ (- tdr = X(t_ 1),
1 1

Integration by parts shows

t t—1 A—1 1 t
/17"7+1(t—r))‘_2d7“:( /\_)1 —i—;y\i_l/l P (t—r) " Ldr

and in view of (3.22) inequality (3.23) holds as well. Finally, for v < 0 integration by parts
gives

t A t
/ Nt — ) dr = + / Pt — ) Ldr
1 1
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and inequality (3.24) follows from (3.22). Hence the terms from (3.21) have no influence
on the divergence of (3.7) (except the term »~! (¢ — r)* which appears for v = 0) and hence
(3.7) follows from (3.18) and (3.19), respectively. Consequently, the equation is oscillatory
by Theorem 3.4. O

4 Interval type oscillation criteria

Kong (1999) used the Riccati technique and the two-parametric averaging function H (¢, s)
(a technique originally due to Philos (1999)) to obtain new conjugacy criteria for linear
second order ordinary differential equation

(p(t)y) +a(t)y =0 4.1)

and derived sufficient conditions which guarantee existence of infinitely many intervals with
pairs of conjugate points. These conditions allow to eliminate “bad parts” of the interval
(to, 00) from the oscillation criteria and are applicable even if the integral of the function
q(t) is extremely small, e.g. if [ ¢(t)dt = —oco. The results from [Kong, 1999] have
been extended in [Wang, 2004] for half-linear ODE.

In the remaining part of this chapter we extend results from [Kong, 1999; Wang, 2004]
to damped half-linear PDE (1.1). In addition, we offer an improvement of these results
(see Remark 4.3 below) which is new even in the case of the half-linear ODE (4.1) and this
improvement is closely related to the recent result of Sun (2004).

Oscillation properties of Eq. (1.1) and several (less or more general) similar equations
have been studied by Riccati technique in a series of papers by Xu and his colabors, see [Xu,
2005; Xing, Xu, 2003; Xing, Xu, 2005]. In these papers authors, starting with integration
of the Riccati equation over spheres in R centered in the origin, convert the n-dimensional
problem into a problem in one variable and then employ the corresponding techniques from
the oscillation theory of ordinary differential equations. The oscillation criteria obtained in
this way are radial' and these criteria are able detect the oscillation only if the mean value
of the potential function ¢(x) over the spheres centered in the origin is “sufficiently large”.

Here? we prefer an advanced approach than that one used in papers by Xu: we use
the averaging function which does not need to preserve radial symmetry. As a particular
example, we use the (n + 1)-variable function H (¢, ||z||)p(x), where = € R™, rather than
the function of two variables H (¢, s)k(s) with s € R, used in [Xing, Xu, 2003], where s
corresponds to our ||z||.

In the sequel we define two classes of averaging functions: each of them will be used
on one of the parts of boundary 92(a,b) = S(a) U S(b). Recall that the set D is defined
on page 39.

Definition 4.1. The function H (¢, s) € C(D, [0, 00)) is said to belong to the class H if
(i) H(t,s) =0if and only if t = s.
(ii) The partial derivative %—i](t, s) exists.
(iii)) Denoting

H
ho(t,s) = —%—S(t,s)H_l(t, s), for (t,s) € D, t # s,

lin the sense of Remark 2.3 from page 4
’like already in part 4 of Chapter 2 on page 23
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the function hh (¢, s)H(t, s) is locally integrable on each compact subset in D.

Remark 4.1. Remember that the function ho(t, s) has singularity for s = ¢, since H (t,t) =
0. The same is true also for the function A} (¢, s) defined below.

Definition 4.2. The function H*(¢, s) € C(D, [0, 0)) is said to belong to the class H* if
(i) H*(t,s) =0ifand only if t = s.
(ii) The partial derivative %(t, s) exists.
(iii)) Denoting

* -1
hi(t, ) = ‘9;@, ) [H*(t,s)} . for(t,s) €D, t#s,

p
the function [h? (t, s)} H*(t, s) is locally integrable on each compact subset in D.

Remark 4.2. Note that the functions h7, ho play slightly different role in our results than
in the paper [Wang, 2004], where ha(t,s) = 8—2}(@ s)H~Y/2(t,s) and h? is defined in the
similar way. The reason is that we wish to gain simpler formulas in our resulting oscillation

criteria.

Our main tool — Riccati-type substitution which converts Eq. (1.1) into first order
Riccati-type equation has been introduced in Lemma 3.1 on page 42.

We start with some estimates in a neighborhood of the boundary of the set {2(a, b). The
first lemma treats the boundary at b and the second one at a.

Lemma 4.1. Let u be a solution of (1.1) such that uw(z) > 0 for ¢ < ||z|| < b. Let
p € CL(R™,RY") be a smooth positive function and H be a function of the class H. The
vector variable W(x) defined by (3.1) satisfies the inequality

/ H(b. lal)c(e)pla) do < H(bo) [ (o) (0(0). 7(a) do
Q(c,b) S(c) (4.2)

+/ Hg(“’) = YD) o (o, 1) ) B (b, )
Q(c,b)

p(z)
Proof. Suppose that positive solution u of (1.1) exists for ¢ < ||z|| < b. Multiplying Riccati
equation (3.2) by p(x) we get

c(@)p(w) = —pl() divis — (p = 1)p(@)||]|? ~ (plx) @, B(x))

and hence

. o - R Vp(x
c(a)pte) =~ div(pla)) ~ (= Dol - (plo) . 5o) - “FEV) a3
Integrating over the sphere S(s) of radius s, multiplying by H (¢, s) and integrating with
respect to s over the interval (c, t), where t < b, we get

/ ct)H(t, |z|) p(z)c(z) dz = —/C H(t,s) /S(S) div(p(z)w) do ds

t]

1) / H (1, |2]) plx) 0] dac

t

- [ e (oo, o) - ) .

p(z)
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Integration by parts in the first integral on the right hand side, Gauss-Ostrogradski formula
and the definition of the function hy give

[ H )@l ds = Hito) [ plo) (@, 7) do
Q(e,t)

S5(e)

[ el o) (5,7

,t

~o-v [ Hel)pte) ol as

)

Qlert) p()

Using Young inequality (2.15) with

Vp(z) = o
— =y Rt e)7) (- DA 1)) o g

= o) (0= DH (5 1))

a=H(t.|lz]) (5(x)

Vp(x) P

e b(x) — x||) v
+/Q(c,t)pH (t’HxH)Hb(%) o(x) + ha(t, ]

< o) (pH (1)) ) " a.

Now simple algebraic simplifications, identity % = p — 1 and limit process ¢ — b~ give
4.2). O

Lemma 4.2. Let u be a solution of (1.1) such that u(x) > 0 for a < ||z|| < ¢. Let
p € CHR™,R) be a smooth positive function and H* be a function of the class H*. The
vector variable W (x) defined by (3.1) satisfies the inequality

[ (sl a)p)ew)de < ~H' () [ pla) (@), 7) do

Q(a,c) 5()

<.
Qa,c)

Proof. We begin as in the proof of Lemma 4.1 and obtain (4.3). Integrating (4.3) over the
sphere S(s) of radius s, multiplying by H*(s, ¢) and integrating with respect to s over the
interval (¢, ¢), where a < ¢, we get

/Q(m) H* (|||, t)e(z)p(x) do = —/t H*(s,t) /S(S) div(p(z)@) do ds

e (4.4)

ble) p(z)

— p * —
~ 1i(lall,a)7|| p(e) H* (|12 a)p" da

1) /Q el 0ot aa

- [ el (s 5o - T g

p(x)
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As in the proof of Lemma 4.2, the integration by parts in the first integral on the right hand
side, Gauss-Ostrogradski formula and the definition of the function h] give

| H (el e@iplo)de = -1 (e.0) [ pla) (@, 7) do
Q(t,c) S(c)
[ (el ) (el o) (3, 7) e
Q(t,c)

)

~o-1) [ (ol )pla) s

t7

[ ) (s 5o - T

p(z)
Young inequality (2.15) with

TP 1 (121.0)9) (0 - D 11.0)) a7

i = H* (|2l 1) (ba) -
and

7 * % 19 L

b= p(a)((p = VH (2], 1)) " p7 " (@)g170,
some simplifications and limit process t — a™ give (4.4), similarly as in the proof of Lemma
4.2. O
4.1 Conjugacy and oscillation criteria

The following theorem is a sufficient condition which ensures that every solution of the equa-
tion has zero inside 2(a, b). In one-dimensional case this implies that there are conjugate
point in the interval (a, b).

Theorem 4.1. Suppose that there exist real number ¢ € (a,b), positive smooth function

p(x) and averaging functions H(t,s) € H, H*(t,s) € H*, such that

" # €T X )C\T xr
W/QW)H (=, a)p(z)e(z) dz + b o) /Q(c’b)H(b,H ) p(x)e(z) d
> e ), @)~ V)~ hilal )7
1

" /Q b)HE(x) N Vp[()g) +ha (b, Hﬂﬁll)ﬁpr(x)H(b, |z]|)p P da .
(©

p
plx)H* (|2, a)p~ dz

H(b,c)
(4.5)

Then every solution of Eq. (1.1) has at least one zero inside Q(a, b).

Proof. Suppose, by contradiction, that a solution u with no zero in the interior of Q(a,b)
exists. Without loss of generality we can suppose that the function c is positive inside
Q(a,b). Then (4.2) and (4.4) hold. Dividing these inequalities by H (b, c) and H*(c, a)
respectively and summing up we obtain an opposite inequality to (4.5). This contradiction
shows that Theorem 4.1 holds. O
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Theorem 4.2. If there existtg > 0, H € H, H* € H*, p € C1(Q(to), RT) such that for
every T > g the inequalities

lim sup /Q . [H(t, el p()e(z)

- (2)H (¢, ||z]) V() 0
plx , |T - plx _lIP
_ —p’p b(z) — e + hg(t, H:UH)V ] dx >0
and
fimsup | [H*(nxn,ﬂp(x)c(x)
<(;2*(H I,7) Vo(x) D
p\r L, T 7 p\T * S|P

hold, then Eq. (1.1) is oscillatory.

Main idea of the proof. If the assumptions of Theorem 4.2 hold, then for every T' > tg
there exist numbers a < ¢ < b such that (4.5) holds and hence the equation has arbitrarily
large zeros. Here we omit the details, since the proof is completely analogous to the
one-dimensional case, see e.g. [Wang, 2004, Theorem 3]. O

Remark 4.3. If n = 1, b = G and H(t,s) = H*(t,s), then Theorem 4.1 corresponds to
[Wang, 2004, Theorem 3] with » = 1. Remark that, as far as the author knows, all relevant
results in the literature suppose H (t,s) = H*(t,s), i.e. the same weight function is used
on both ends of the interval (a,b). Hence the possibility H(t,s) # H*(t,s) causes that
Theorem 4.2 is new even for linear ODE (4.1).

Another, very similar, approach which allows to use weight function with different
growth on both ends of the interval (a,b) has been presented in [Sun, 2004] for n = 1
(see Theorem E on page 71) and in [Xu, 2005] for n > 2. Namely, these authors use
the function H (r,s,1) of three variables which corresponds, in some sense, to our product
H(r,s)H*(s,l) (see also Theorem E on page 71). In the following theorem we utilize this
idea and use the product H (2, ||||) H*(||z|), t1) as an averaging function in the procedure
from Lemma 4.1. As a result we obtain an oscillation criterion which is simpler than (4.6)—
(4.7) in the sense that it consists of one inequality only, but it contains more complicated
function in the integral. This theorem is an n-dimensional extension of [Sun, 2004, Theorem
2.5] and non-radial extension of [Xu, 2005, Theorem 2.2] with slightly different meaning
of h7, ho, as mentioned above.

Theorem 4.3. Suppose that for every T > tg there existt; > T, H € H and H* € H*
such that

lim sup / H(t, o)) H* (l2], t1)
Q(tlrt)

t—o00

~ Vp(z)
P

ot (2 (t, o) = i (2], 1)) 7

(4.8)

P
]dx >0

Then Eq. (1.1) is oscillatory.

55



Proof. As in the proof of Lemma 4.1 we get (4.3). Integrating over the sphere S(s) of
radius s, multiplying by H (¢, s) H*(s, t1) and integrating with respect to s over the interval
(t1,t) we get

[ el H (o) t)pla)eta) do
Q(t1,t)

=— | H(t,s)H"(s,t1) /S( )div(p(x)u_)') do ds

t1

)

- x (|| xu?qm—v'o(x) x
[ HO A el ) (ot B - T ) o

—@—DL( H (4 o) B (2], t2) pla) [ ]) da

Integration by parts in the first integral on the right hand side, Gauss-Ostrogradski formula
and the definition of the function hy give

A< H (|2l H (=, t1) plw)e(z) da
_ /Q(tl’t) AN

< H (4 |l2|)H* (2], 1) ple) 5, 7) da
—@—m/' H (¢, ol H (2], t1) p(a) ] d
Q(t1

it

[, el (el o) (s itn) - T as.

The Young inequality yields

AmﬁﬂawwﬂfaﬂunmmdM¢st¥M
o N - Vo)

Hb( ) p(x)
< @) (pH(t [ ) (lal 1)) " da

Using some algebraic simplifications we find that the integral from the left hand side of
(4.8) is bounded from above by zero for every ¢ > t; which contradicts the assumption
(4.8). Theorem is proved. ]

HECENES(CIRN]

+ [ha(t. llzl) = pi (2l 1)) 7|

Remark 4.4. The sharpness of the presented method can be shown on examples of radially
symmetric equations which follow the corresponding examples for n = 1 and therefore we
omit details.

Several effective criteria can be derived from the above criteria by choosing particular
averaging functions. Typical functions of the classes H and H* are

H(t,s) = (t—s)%, and H*(t,s) = (t —s)°,

where min{a, 1] } > p — 1 (this restriction follows from the condition (iii)). The oscillation
criteria with this averaging functions are called Kamenev-type criteria.
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Chapter 4

Three terms elliptic half-linear PDE

1 Introduction

In this chapter we study oscillation properties of the half-linear partial differential equation
diV(A(a:)||Vqu_2Vu) + <6(x), ||Vqu_2Vu> +e(z)®(u) =0 (1.1)

where x = (z;); € R", A(x) is elliptic n x n matrix with differentiable components,
c(z) is Holder continuous function and b(z) = (bi(z),...,bn(x)) is continuous n-vector
function. Under a solution of (1.1) in 2 C R™ we understand a differentiable function u(x)
such that A(z)||Vu(x) Hp_2Vu(x) is also differentiable and u satisfies (1.1) in €.

A special case of (1.1) is the linear partial differential equation which can be obtained
from (1.1) for p = 2. Another special case of (1.1) is the undamped equation

div(A(x)Hvu”p*?vu) +e(2)®(u) = 0 (1.2)
which for p = 2 reduces to linear equation
div (A(ZL’)VU) + c(x)u = 0. (1.3)

If n = 1, then Eq. (1.2) reduces to the half-linear ordinary differential equation

, d

=< (1.4)

(a@@)) +b(r)@w) =0,

- 1
The following notation is used: The vector norm [|b| = (3°7,b7)? is the usual

Euclidean norm, ||A| = SUD| 51 20 % is induced matrix norm and Apin(x), Amax(z) are
the smallest and largest eigenvalues of the matrix A(z), respectively. From the fact that
A(z) is positive definite symmetric matrix it follows that || A(x)|| = Amax ().

For simplicity, if M is matrix and k vector, then the product kM denotes the matrix
product of 1 X n row matrix k and n x n matrix M and the product M k denotes the matrix
product of the n x n matrix M and n X 1 column matrix k.

The results from this chapter are based on a suitable radialization of Eq. (1.1) and
conversion of this equation into an ordinary differential equation. This argument has been
used very effectively by many authors in various situations, see [Redheffer, 1986; Furusho,

1990; Furusho, 1992; Usami, 1995; Jaro§, Kusano, Yoshida, 2000; Mafik, 20003; Dosly,
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Matik, 2001; Naito, Usami, 2001; Maiik, 20041; Xu, 2005; Xing, Xu, 2005; Xu, 2006'].
We show that using this argument (particularly, using results from this chapter) it is possible
to derive easily sharper results than several recent oscillation criteria which can be found in
the literature.

According to the oscillation theory of ordinary differential equations, Eq. (1.4) is said
to be oscillatory if every its solution has infinitely many zeros on the interval (rg,o0)
and nonoscillatory if there exists r; > ro such that (1.4) has solution on (7, c0) without
zeros. If u is a solution of (1.4) which has no zero on (71, 00), then the function w(r) =

a(r) % is solution of the Riccati equation

Rlw] := w' +b(r) + (p — 1)a*~(r)|w]? = 0.

This Riccati equation is frequently used to derive oscillation criteria for Eq. (1.4). More
precisely, the following theorem holds.

Theorem A ([Dosly, Rehdk, 2005, Theorem 2.2.1]). The following statements are equiva-
lent

(i) Equation (1.4) is nonoscillatory.
(ii) There exists r1 and a continuously differentiable function w : [r1,00) — R such that

Rw](r) =0 forr € [r1,00).

(iii) There exists 1 and a continuously differentiable function w : [r1,00) — R such that

Rlw](r) <0 forr € [r1,00). (1.5)

Thus, if Eq. (1.4) is oscillatory, then Riccati inequality (1.5) has no solution in any
neighborhood of infinity.

For the partial differential equation we use the concept of oscillation introduced in
Chapter 2.

Many oscillation criteria proved originally for Eq. (1.4) have been extended also to
(1.1). The proof of a typical oscillation criterion for (1.1) is usually based on the Riccati type
substitution @(z) = A(x) % which converts positive or negative solutions of
(1.1) into solution of (partial) Riccati equation. This equation is integrated over balls in
n-dimensional space centered in the origin and the problem is converted into problem in
one dimension. The rest of the proof usually simply repeats steps from the proof of the
corresponding oscillation criterion for (1.4) (neglecting some technical problems which
arise for n > 2).

The disadvantage of this approach is obvious: for every new oscillation criterion derived
for ordinary differential equations we have to derive a corresponding criterion for partial
differential equations. Since many new oscillation criteria for (1.4) appear in the literature,
it turns out to be better to find general theorem which allows to detect oscillation of partial
differential equation from oscillation of some ordinary differential equation rather than
readjust the proof of every oscillation criterion from (1.4) to (1.1). Some results of this type
have been proved in [Jaro§, Kusano, Yoshida, 2000; Dosly, Matik, 2001; Naito, Usami,
2001]. Let us mention one of the typical results, proved by O. Dosly.
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Theorem B ([Dosly, Matik, 2001, Theorem 3.5]). Equation
div(HVu||p_2Vu) + c(z)|[ufP2u =0

is oscillatory, if the ordinary differential equation

(wnr”’lq)(ul))/ + </S(r) c(x) da:) O(u)=0

is oscillatory.

Concerning oscillation criteria for (1.4) we refer to the monograph [Dosly, Rehak, 20051,
papers [Kusano, Naito, Ogata, 1994; Li, Yeh, 1995; Kusano, Naito, 1997; Hoshino et al,
1998; Dosly, 1998; Kandelaki, Lomtatidze, Ugulava, 2000; Dosly, Lomtatidze, 2006] and
the references therein.

The aim of this chapter is to extend Theorem B to Eq. (1.1). The application of this
theorem provides a tool to derive oscillation criteria for (1.1) easily from existing oscillation
criteria for (1.4). As we show below, this method can be used not only to provide a simple
proofs of existing or new oscillation criteria, but it also improves some of already known
results.

2 Reduction into ODE

In this section we formulate our main results.

Theorem 2.1. For a real number [ > 1 define the functions

alr) = (17! /S @A @) b,

R 2.1)
N DR o 1Col .
b(r)_/S(r)[() ]d'

Ael(z) PP

—

where I* = l—il is the conjugate number to the number | if ||b(z)|| # 0 and I* = 1 if
|b(x)|| = 0. If the equation

(alr)@ () +b(r)2(u) = 0. 2.2)

is oscillatory, then Eq. (1.1) is also oscillatory.

Proof. Suppose, by contradiction, that (2.2) is oscillatory and (1.1) is not oscillatory. Then
there exists a solution u of this equation which is positive on (r1) for ; sufficiently large.
For x € Q(r1) define n-vector function

|Vu(@)P-2Vu(z)

i(z) = A 2.
0= AD w2t &
The function 0 satisfies
div (A(:n)HVqu’?Vu) )
divw = a2 +(1-p) <A(x)HVqu* Vu, Vu> |u| P
- Vul|P~2Vu A(2)||Vul[P~2Vu, Vu
= —c(x) — <b(a:), 7H |u:|p2u > —(p— 1)< e > 2.4)
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Further, using the smallest eigenvalue of the matrix A and Young inequality (see (4.7) on
page 25) we have

x ul|P~2Vu, Vu - ul[P72Vu
(A@)|VulP*Vu, v >+<b($), i

(p—1) p

julP=2u

1 1 |Vul|P - HVu||p_2Vu
> =1+ 5 ) Amin by ————5—
2 (=1 (l * Z*> ap A

IVulP~1\ 7T p—1
|ulp—1 P
I - ||Vul[P=2Vu 1/ 1\ -

b - b||P
* <p>\rnin ’ |u|p*2u * D p)‘min H H

N G Amin || V[P

_ P Amin
o

Amin I* \u|p
I\ - Amin || V|
> _ Al _ 1) 2min
>- (5] S+ o2
and this inequality is trivial if [|b(z)|| = 0 and [* = 1. Combining this computation and
(2.4) we get
I\t 1 || Val/P
v _ ~BIP _ o
divii+ (o)~ (50) S0P+ (= Dmng ) < @)
From the inequality
. [VulP~
]| < HAHW (2.6)
we get
I\ - 1
v _ ~BlIP _ B | 111
divi+ele) = (1) P+ G- DAmge et 0. @)
Define new function
W(r) = / (W, V) do . (2.8)
S(r)
The inequality
1
Ami A
|W(T)| _ / mn(x)w7 || - (I‘)H 7)Y do
s \ @I 5 )
%

)‘min(m) wl||? do % x)|P _.gq: o
= (/S(r) HA(a:)HqH Id ) (/S(T) | A() [P Amif () d >

yields

( [ 1@ da)
S(r)

hSAS)

)\min(x) o
W (r)|4 §/ W||9do .
WS o T
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By Gauss—Ostrogradski divergence theorem we have

d d
W’(r):/ (7, 7) do =% [/ (7, 7) do _/ o, 7) da]
dr Js(r) dr | s S(a)
d

_E Q(a,r)

—/ dividdo .
5(r)

divw dzx (2.9

The function W satisfies

W'(r) + /S(T) [c(:c) _ </\mirll(x>>l’—1 Hg(;;)up] "

P 1=q
é(/ HM@W%&@Na) W ()7 <0 (2.10)
S(r)

+®-1)

on [r1, 00) and hence the inequality
W 4 b(r) + (p— Da' " 4(r)|W|2 <0 Q.11)

has solution on ©2(a). By Theorem A, Eq. (2.2) is nonoscillatory, a contradiction. Theorem
is proved. [

Remark 2.1. If ||b(z)| = 0 and A(z) = a(||z||) I where a(r) is smooth function and
I, is n X n identity matrix, then Theorem 2.1 reduces to [Jaro$, Kusano, Yoshida, 2000,
Theorem 3.4].

Remark 2.2. An important step in the proof of Theorem 2.1 is to derive Eq. (2.4). A closer
look at the proof shows that it is sufficient to derive (2.4) with equality sign replaced by
inequality sign <. Hence it is possible to use this method to study equations which are in
certain sense majorants to (1.1). These equations cover for example

div (A(m)HVqu_QVu) + <5(x>, HVqu_2Vu> +e(z)f(u) =0 (2.12)
where f(u) is a differentiable function which satisfies f(0) = 0, uf(u) > 0 for u # 0 and
f'(w)
>p—1 2.1
i) T e

Equation (2.12) is sometimes called super-half-linear equation.
If the function f(u) satisfies (2.13) with p— 1 replaced by € > 0, it is sufficient to replace

p—1
f(u)andc(s) by f*(u) = € f(u) and ¢*(z) = Lc(x), respectively, where €* = (%) .
The function f*(u) satisfies (2.13) and f(u)c(z) = f*(u)c*(z) holds.
Finally, it is possible to use this method also to prove nonexistence of positive solution
of the equation

div (A(x)uvuup—?vu) + <5(x>, HVqu_2Vu> + Bz, u) =0,
where
B(z,u) > c¢(z)f(u) foru>0

and the function f(u) satisfies hypotheses stated above.
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Remark 2.3. Many oscillation criteria for the ordinary half-linear differential equation are
derived for Eq. (2.2) with a(r) = 1. However, if the integral of a'~9(r) is divergent,
ie. if [*a'™9(r)dr = oo, then the transformation of independent variable s = ¢(r) :=
" al74(t)dt, y(s) = u(r) transforms (2.2) into

o

d d
o (2(50)) remattmem) =0, r=¢7(s)
and interval [r, co) is transformed into [0, c0). Using this transformation, an extension of
the oscillation criteria derived for a(r) = 1 to general case (2.2) used in Theorem 2.1 is
straightforward.

Remark 2.4. Several oscillation criteria for (2.2) require [ a'~9(r)dr = oco. If the
matrix A(x) is a constant matrix, then the divergence of this integral is equivalent to the
condition p > n. This is a natural phenomenon. The fact that the oscillation properties
of (1.1) are different for p < n and p > n has been discussed in details in [Dosly, Marik,
2001].

Some oscillation criteria in the literature contain an additional (and in some sense
arbitrary) function (say 6(r)) and thus are more general. A convenient choice of the function
0 allows to ensure that the condition from some oscillation criterion (usually divergence or
positivity of some integral) holds. A common way to find criteria of this type is to include
the function 6 into definition of the function W (r). The following lemma is an application
of this idea to (2.2). Note that it is sufficient to consider ordinary differential equation only
to apply this idea.

Lemma 2.1. Let m > 1 be positive number, m* = —"5 be its conjugate number and 0(r)

be smooth positive function. If the equation

mr 1))
pP 0P~ (r)

((m*)p_lé?(r)a(r)@(u’)>/ + <9(r)b(r) —a(r) > O(u) =0 (2.14)

is oscillatory, then Eq. (2.2) is also oscillatory.

Proof. Suppose that (2.2) is not oscillatory. We prove that (2.14) is also nonoscillatory. If
(2.2) is nonoscillatory, then there is a function w(r) which satisfies

w'(r) +b(r) + (p = 1)a'~(r) w(r)|? = 0

on (71, 00) for 1 sufficiently large. Define the function

The function Z satisfies equation

2'0r) +0b() + (0~ 1) (00r)a(r)) 121~ 5 20 =0 (2.15)

Using mutually conjugate numbers m, m* and Young inequality we get

/
(0~ 1)(6a)* | 2]~ %2
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.1 p—-1 me’ _
=p(fa) 1= |¥—|Z]1 - a)?'Z
p(fa) nl[ ’ |1Z] 0 (fa)

1 |mo' [P

p| po

(ga)(q—l)p]

p

/
f QamP~!

+ %(p ~1)(6a) 27 - p9

1 1—q 1 |0'|P _
— g _ = 7 o p-l
> o =1)(6a) 127~ S

This inequality combined with (2.15) shows that the inequality
p—1 o’ p -1 1—
R 2 Y oryar) 2 <0

pP OP=1(r) = m*
has solution on (71, 00) and (2.14) is nonoscillatory by Theorem A. The proof of the lemma
is complete. O

Z" 4+ 0(r)b(r) — a(r)

The following corollary is based on a similar idea as Lemma 2.1. The difference is that
it makes use of a function p(z) of n variables rather than the function 6(r) of one variable
and the proof is more complicated since it is not sufficient to work with ordinary differential
equations but we have to return in the proof to partial Riccati equation. However, it is
sufficient to simply repeat the steps from the proof of Theorem 2.1 with modified functions.
From this reason we proved the simpler version of this theorem first and now we sketch the
extension to more general case.

Corollary 2.1. Let p € CY(Q2(1),R"). Theorem 2.1 remains valid, if Eqs. (2.1) are
replaced by

alr) = (1) /S | PRIARIPN @) o

ot ) (2.16)
b(r) = /S o) [r:(m) | ] do .

andI* =1 lf”p(m)&m‘) - Vp(x)A(x)H =0andl* = ﬁ otherwise.

Proof. Suppose by contradiction that (2.2) with a(r) and b(r) defined by (2.16) is oscillatory
and (1.1) is nonoscillatory. Define vector, matrix and scalar functions gp(m) = p(z)b(z) —
Vo(z)A(x), W,(x) = p(x)W(z), Ap(z) = p(x)A(z) and ¢,(x) = p(x)c(z). Further, let
Amin,p (%) = p(x)Amin(x) and [|A,(z)|| = p(z)||A(x)|| be minimal eigenvalue and norm of
the matrix A,(x) respectively. It is sufficient to prove that the conclusion of Theorem 2.1
remains valid if the functions b(x), A(z), @(z), ¢(2), Amin(2) and || A(z)]| are replaced by
gp(x), Ay(x), Wy(x), cp(x), Amin,p(x) and || A,(z)|| respectively, since these replacements
convert (2.1) into (2.16).

We start as in the proof of Theorem 2.1 and derive (2.4). Multiplying (2.4) by the
function p(x) we find that (2.4) is equivalent to the equation

diV(p(:U)LD’(:(:)) + p(x)c(z) + <P(5‘7)5($) — Vp(z)A(z), W>

<p(:1:)A(x) | Vu||P~2Vu, Vu>

Juf?

+(—-1) = 0.
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Note that this equation also arises from (2.4) by using the above mentioned replacements.
Naturally, using the steps from Theorem 2.1 we conclude inequality which arises from
(2.10) by using the same replacements. Hence inequality (2.11) with a(r), b(r) defined by
(2.16) has a solution on [r1, 00). By Theorem A, Eq. (2.2) with a(r), b(r) defined by (2.16)
is nonoscillatory, a contradiction. O

Remark 2.5. In general, it is not easy to find the norm || A(z)||. From this reason we provide
some upper estimates for this norm:

A< N[ AllF = | D laijl? 2.17)

ij=1

< ..
1Al < n max a|
1 n
il Al = 1 Alloo = max > las|

1<i<n 4
Jj=1

1 n
— Al < |All{ := max i
SRS 4l = e 3 e

These estimates can be used together with the following simple corollary.

Corollary 2.2. Let | be a real number, | > 1, b(r) be continuous function and a(r) be
smooth function such that

a(r) = (l*)p_l/ ) 1A@) 1P A () dor

S(,,, min
~ l P=L g |IP
i< [ o= (o) PO
S(r) Amin (2) pP
where [* = l—% is the conjugate number to the number | if ||b(z)|| # 0 and I* = 1 if

|6(x)|| = 0. If the ordinary differential equation
/ ~
(Zi(r)fb(u')) +B(r)®(u) = 0 (2.18)

is oscillatory, then Eq. (1.1) is also oscillatory.

Proof. Suppose that (2.18) is oscillatory. From the assumptions it follows that (2.2) is a
Sturmian majorant to (2.18) and hence (2.2) is also oscillatory. Now the statement follows
from Theorem 2.1. O

Obviously, the equality signs in (2.16) can be replaced by inequality signs in the same
way as in Corollary 2.2. The following Theorem 2.2 is a variant of Theorem 2.1 and presents
sharper result, but covers the case 1 < p < 2 only.

Theorem 2.2. Let 1 < p < 2. For a real number | > 1 define the functions
a(r) = (1" / Amax (@) dor
S(r)

(2.19)

b(r) = —E 7)|[b(z) A" (2)||P| do
b@—émhm Ans()) A7 (@)1 0o
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where I* = l—il is the conjugate number to the number | if ||b(z)|| # 0 and I* = 1 if

16(x)|| = 0. Here b(z) A=Y () denotes the matrix product of row matrix (bi(z),...,bn(z))
and the inverse A=1(z). If the equation

I~

<a(r)<1>(u')) +B(r)®(u) = 0 (2.20)
is oscillatory, then Eq. (1.1) is also oscillatory.

Proof. Suppose, by contradiction, that (2.20) is oscillatory and (1.1) is nonoscillatory. We
start as in the proof of Theorem 2.1 and derive (2.4) which can be written in the form

[Vul~?

e 0. 2.21)

divad + ¢ + <5, A—1w> +(p—1) (w, A1)
If Amax is the maximal eigenvalue of the matrix A, then the number ﬁax is the minimal
eigenvalue of its inverse A~! and hence

(@, A=M0) > [|][*S—
max
From the property of matrix norm we have (2.6) which is for p < 2 equivalent to the
inequality

|Vul|2~? _ ||| P/ =1) _ ||| 2=P)/ (= 1)

[wPr =A@/ T e n/e-D)

Combining these computation we have the following estimate for the last term on the left
hand side of (2.21)

o1 [Vu 2-p . _ 1)y — - -
<wvA w> % = ”wH2+(2 P)/(p 1))\m;;r(p /=1 H Hq)‘max
|uf>=P

From these estimates and from Eq. (2.21) we get inequality

max

dived + ¢ + <1§A*1,w> (p — DAL= 5|4 < 0. (2.22)
Using essentially the same method as in the proof of Theorem 2.1 we use mutually conjugate

numbers [ and [* to split the last term into two terms and use the Young inequality to remove
the term <5A*1, u’i>:

bA-L o _ 1—q,2I19 — (B AL 7 _ 1—q||,2||2
(5 + o - DA = (5 ) + - 1) (§ + ) Akt

~1,. Moaxl 21 )P
ik ||w|q+< A, >+ S DA
p p p

l

l N )\max
(p— DAL Tllbz‘l P

[x 'max

- w _1)\mx
>(p— )Z*Al Nlwif]? — TaHbA .

max
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This computation remains valid if ||5H = 0 and [* = 1. In this case [ disappears. Inequality
(2.22) now yields

Pt - 1
divw + ¢(z) — p—pAmaXHbA’al +(p— 1) Mad||w]|? < 0. (2.23)

l* max

Define the function W (r) by (2.8). Holder inequality yields

W= | [ (R ) do
S(r)

1

1 1
q p
s(/ A;aﬂrwuwo) (/ Amaxda)
S(r) S(r)
1—q
(/ Amaxda) \W(T)\qé/ At ||| do .
S(r) S(r)

This inequality, inequality (2.23) and equality (2.9) show that the function W (r) satisfies

and

P! -
W’+/S( ) [c(:c) - pp)\mabeA_lﬂp] do

1—q
+(p-1) (l*pl/ Amax do) W17 < 0.
S(r)

W +b(r) + (p— 1)@~ 4(r)|W|9 <0 (2.24)

Thus, the inequality

has solution on (r1,00) and (2.20) is not oscillatory by Theorem A. This contradiction
proves the theorem. 0

Remark 2.6. Similarly to Theorem 2.1 and Corollary 2.2, the functions a(r) and 3(7“) can
be replaced by any smooth bigger and continuous smaller functions, respectively.

The following corollary is a version of Corollary 2.1.

Corollary 2.3. Let p € CY(Q(1),R"). Theorem 2.2 remains valid, if Eqs. (2.19) are
replaced by

ar) = (P! /S P () o

P

o) = [ e ) = A0

andlI* = 1if

’p(a:)g(x)A_l(a:) — Vp(x)H =0andl* = Z—Ll otherwise.
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Proof. The proof is analogical to the proof of Corollary 2.1. We suppose that (1.1) is not
oscillatory and prove that (2.20) is also nonoscillatory. Using the same method as in the
proof of Theorem 2.2 we derive inequality (2.21) which can be written in the form

[Vul[>~?

Juf'=P

div (m) + et <p6— VA, A*1w> +(p—1)p (@, A=) — 0. (2.26)

With the notation A, (x) = p(z)A(x), gp(x) = p(:v)g(x)pr(x)A(x),w'p(x) = p(z)w(z)
Eq. (2.26) can be written in the form

iv(i,) + e + (B A7) + (p = 1) (@ 47 ) LY 47

where A;l (z) = p~1(z)A~1(z) is the inverse matrix to A,(x). This equation has the same
form as (2.26). Thus using the same steps as in the proof of Theorem 2.2 we prove that
there exists a function T/ (r) which satisfies

P .
W’+/s< ) [Cp‘ a Amaw”bpf‘*ﬁ”p] @

1—¢q
+ (p — 1) <l*p1 /( ))\max,pd0> HWHq < 0’
S(r

where Amax,p() = p(2) Amax () is the largest eigenvalue of the matrix A,(z). This shows
that the Riccati inequality (2.24) with a(r) and b(r) defined by (2.25) has a solution. Thus

(2.20) is nonoscillatory by Theorem A and the corollary is proved. 0
Remark 2.7. As we said, Theorem 2.2 produces sharper results than Theorem 2.1. Really,
consider for simplicity the undamped case ||b]| = 0. Since ||A(x)|| = Amax (%) > Amin(2),
we have

)\max(x)
)\min(I)

p—1
AP (2) = [ s () [P AP () = ( ) Amx(2) > Amax (),

where the quotient ;‘m#((z)) > 1 is the conditioned number of the matrix A(z). Hence

a(r) > a(r) and (2.19) is Sturmian majorant to (2.1) and Theorem 2.2 is sharper. Really, if
1 < p <2,(2.1)is oscillatory and Theorem 2.1 applies, then (2.19) is also oscillatory and
Theorem 2.2 applies as well. The converse is not true, in general.

Since both proofs of Theorem 2.1 and 2.2 are very similar, the fact that the latter theorem
is sharper deserves closer explanation. Let us compare proofs of both theorems. In the
proof of Theorem 2.1 we derive (2.7) from (2.5). In order to do this we have to power both
sides of inequality (2.6) to the power ¢g. Similarly, in the proof of Theorem 2.2 we have
to conclude (2.22) from (2.21) and (2.6) by powering both sides of (2.6) to the power ]2)%71’
(from here we have the restriction p < 2). Since

2 — 1
P P _
p—1 p—-1 p-1

q
for p > 1, it follows that we use smaller power in this crucial step in Theorem 2.2 and thus

the relative error between the left and right hand side of inequality (2.6) does not increase
so much in Theorem 2.2 (comparing to Theorem 2.1).
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3 Applications

This section shows application of general theorems on some examples. These examples
are of a different kind than examples accompanying usual oscillation criteria in literature.
We will not prove oscillation of an equation for which other oscillation criteria fail, but we
show that several recent oscillation criteria can be improved and derived in few simple steps
using results from the preceding section.

The following theorem has been proved originally for damped linear equation by Xu.
However, we reformulate this theorem for undamped equation only in order to obtain results
which can be compared to the results from the preceding section and which are extensible
to half-linear case.

Theorem C ([Xu, 2006', Theorem 3.1]). Let6 € C([rg, 0], R*),m > 1, A € C([rg, 00),RT),
A(r) > max| (=, Amax () for r > ro. If

| m 02l |y
g [ [9(””“"”)6(9”)_“””””4 el | %

and

1
lim ————————dz = o0,

=2 Jogrg,r) O(lz)A(Iz])
then Eq. (1.3) is oscillatory.

The classical Leighton—Wintner criterion states that the equation

(a(r)u’)/ +B(r)u=0

is oscillatory if

/Ooa_l(s)ds —OO—/OOﬁ(s)ds.

For Eq. (1.3) the functions a(r), /b\(T) from Theorem 2.2 become

a(r) = / Amax () do
S(r)

b(r) = /S(T) c(x)do.

Using Theorem 2.2, Lemma 2.1 and the Leighton—Wintner oscillation criterion we conclude
that the maximum from the definition of the function A(r) can be removed and the function
A(]|z]|) can be replaced by (smaller) function Apay ().

Corollary 3.1. The statement of Theorem C remains valid if the function \(||x||) is replaced
by Amax ().

Since a half-linear version of Leighton—Wintner criterion also exists, a half-linear exten-
sion of Theorem C is straightforward. (For another half-linear extension of the Leighton—
Wintner criterion see Corollary 3.3 below and Corollary 2.1 on page 13 which deals with
A(z) = I, i.e. with p-Laplace operator.)
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Corollary 3.2. Let 6 € C([rg,00],R"), m > 1 and g = 5B be conjugate number to the

number p. If
: mP—t 9" (]| z]) }
lim O(||z||)e(x) — Amax (T dr =
=% Jory ) [ (leDete) = Amax ()= oy

and

r I=q
lim 0179(s) (/ Amax () da) ds = oo,
r—00 S(S)

then Eq. (1.2) is oscillatory.

Proof. Equation (1.4) is oscillatory if

/OO b(r)dr = oo = /ooal_q(r)dr.

Thus the statement is an immediate consequence of Theorem 2.2 and Lemma 2.1. 0

An application of the half-linear Leighton—Wintner criterion to Corollary 2.1 gives the
following oscillation criterion.

Corollary 3.3. Let p € C*(Q(ro),RT) and k > 1. If

r 1=q
lim ( / p() | A@) [PALP () da> dt = oo
S(t)

—
rT—00 ro

and
k . p
lim p(z) |c(x) — ————||b(z) — Vp(x)A(SC) dzr = oo,
=0 Ja(ro,r) PPARn (2) p(x)
then Eq. (1.1) is oscillatory.
Proof. The proof is similar to the proof of Corollary 3.2 and thus omitted. O

Corollary 3.3 is closely related to the results from Chapter 3 where we consider A(z) =
I,, and detect oscillation in more general domains than exterior of a ball. However, in the
case which is covered by both Corollary 3.3 and Chapter 3 the conclusion of Corollary 3.3
is identical to Theorem 3.3 on page 44.

The method of weighted integral averages is frequently used to obtain various extensions
of Kamenev type oscillation criteria and also interval oscillation criteria. In the sequel we
introduce two results based on this method, Theorems D and E.

Theorem D ([Wang, 2001, Theorem 1]). Let Dy = {(t,s) : t > s > to} and D = {(t, s) :
t > s > to}. Let functions H € C(D;R), h € C(Dg;R), k, p € C*([tg,o0); (0,00))
satisfy the following three conditions:

(i) H(t,t) =0fort >ty, H(t,s) > 0on Dy

(i) H has a continuous and nonpositive partial derivative on Dy with respect to the
second variable
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(iii)

0 p(s) _
—%(H(t, s)k(s)) — H(t, s)k(s) o) h(t,s) V(t,s) € Dgy
and
/t H7P(t,5)|h(t,s)|Pds < oo
for every t.

If

limsupH(ito) /t {H(t,s)k(s)p(s)b(s) _ " =,

t—00
then Eq. (1.4) is oscillatory.
An application of Theorems 2.1 and 2.2 to this result gives the following corollary.

Corollary 3.4. Let o, k € C'([rg, ), R") be real functions. Suppose that there exists
continuous function H (r, s) defined for r > s > ry such that

(i) H(r,r) =0and H(r,s) > 0forr > s >ro,

(ii) the function H has continuous nonpositive partial derivative with respect to the
second variable,

(iii) the function h(r, s) defined by the relation

satisfies
/ Hl_p(r, s)|h(r,s)|Pds < oo
To

for every r

(@iv)

nﬂgpm /O{H(r $)k(s)o(s) /S o

- SHE )] O (o) b s =<, G
where
/ JA@)PAP (@) do ifp > 2
Os) = ¢ 7 (3.2)
Amax (z) do fl<p<2
S(s)
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Then Eq. (1.2) is oscillatory.

Corollary 3.4 improves [Xing, Xu, 2005, Theorem 2.1] in several aspects. First, we
use the norm consistent with Euclidean vector norm rather than the Frobenius norm used in
[Xing, Xu, 2005] and thus obtain sharper result (see inequality (2.17)).

Second, the term

)\min
Oxu(s) == p 7 P(s)wns™ ! where p(s) < min Anin(@).

. (3.3)
zeS(s) |A(@) 15

appears in [Xing, Xu, 2005, Theorem 2.1] in condition (3.1) instead of ©(s). In Corollary 3.4
we have shown that this term ©xy(s) can be replaced by smaller term O(s). In other words,
the maximum of the function || A(z)||” Ami? (2) over the sphere S(s) (which corresponds to
the minimum of the function ﬁ"&ﬁﬁq from (3.3)) can be replaced by its integral mean value
and if p < 2 we can further decrease this term as (3.2) shows. In this sense, the Corollary
3.4 not only provides a simple alternative proof of [Xing, Xu, 2005, Theorem 2.1], but
yields sharper result.

The following Theorem E is an example of interval type oscillation criterion for damped

linear differential equation.

Theorem E ([Sun, 2004, Theorem 2.1]). Consider equation

(rt)') + P00 + a()f () =0,

where r(t) € C([a,0), (0,00), p(t), q(t) € C(la,0),R), f(u) € C(R,R), uf(u) >0
and f'(u) > p > 0 for u # 0. This equation is oscillatory provided that for each | > a
there exists a function H with properties

(i) H € C(E,R), where E = {(t,s,1);a <1 <s<t<oo}
() H(t,t,l)=0= H(t,1,1), H(t,s,l) #0forl < s <t,
(iii) the function h(t, s, ) defined by relation

0H
E(u S5, l) - h’(ta S, Z)H(t7 S, l)

is such that h?(t,s,1)H(t,s,1) is locally integrable with respect to s on the set
t>s>1>aq,

@iv)

lim sup /Z CH( s 0) [q(s) _ () <ps) hit, 3,1)>2] ds >0,

t—o0 4“ T<S>

As an application of Theorem 2.2 to this result we get the following oscillation criterion.

Corollary 3.5. Suppose that for each | > a there exist a function H(r,s,l) defined for
r > s >1> asuch that

() H(r,r,l) =0=H(r,l,I) forr >1>aand H(r,s,l) > 0forr > s>,
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(ii) H(r,s,l) has continuous partial derivative with respect to s forr > s > |,
(iii) the function h(r, s,l) defined by relation

OH
E(r, s,1) = h(r,s,l)H(r,s,1)
is such that h*(r,s,1)H(r,s,1) is locally integrable with respect to s on the set

r>s>1>a,

(iv)
t l -
limsup/ H(T,S,Z){/ [C(JT) - *)\max(x)Hb(-r)A_l(x)HQ} do
t—oo Ji S(s) 4 (3.4)

_ 4\IIM(s)h2(r,s,l)} ds >0

where W (r) = fS(r) Amax(2)do and | > 1, I* = B are mutually conjugate

numbers. If ||b(x)| = 0 we can put I* = 1.

Then equation
div (A(:B)Vu) + <5(:U), Vu> +ce(x)u=0

is oscillatory.

Corollary 3.5 improves [Xu, 2005, Theorem 3.1] which has been proved for slightly
more general equation (covered by Remark 2.2, nevertheless). The condition (3.4) is in
[Xu, 2005] replaced by

lim sup /l tH(r,s,l){ /S . [c(x) lAmax(g;)HE(x)A*l(x)H?} do

2
(3.5)
- ;\PXu(s)h2(T,5,l)} ds >0
where Uxy(r) = A(r)wpr™ ! and A(r) > max,eg() Amax(2). It is easy to see that
oscillation criterion involving condition (3.4) is sharper than the criterion involving (3.5).
Really, the maximum of the eigenvalue Apax () over the sphere of diameter r which appears
in the definition of Wy, is replaced by the integral mean value of this eigenvalue in W /()
and thus W,/ (r) is smaller than Wx, (7). Another difference between (3.4) and (3.5) is in
the fact that fixed values 1/2 in (3.5) are replaced by /4 and [* /4 with arbitrary conjugate
numbers [, [* in (3.4).
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Chapter 5

Related equations and inequalities

1 Inequality with p-Laplacian
In the first part of this chapter we study positive solutions of the partial differential inequality
div(||Vu|P~2Vu) + B(z,u) <0, (1.1)

where B(z,u) : R" x R — R is a continuous function. Inequality (1.1) covers several
equations and inequalities studied in literature and also in this thesis. If p = 2 then (1.1)
reduces to the semilinear Schrodinger inequality

Au+ B(z,u) <0, (1.2)

studied in [Swanson, 1979; Noussair, Swanson, 1980]. Another important special case of
(1.1) is the half-linear differential equation

div (|| Vu|P~?Vu) + c(z)®(u) = 0, (1.3)

studied in Chapters 1 and 2.

We will introduce sufficient conditions for nonexistence of a solution which would be
eventually positive (i.e., positive outside of some ball in R™). Remark that in a similar way
one can study also negative solutions of the inequality

div(||Vul[P~?Vu) + B(z,u) > 0,

and a combination of these results produces criteria for nonexistence of a solution of the
inequality

u{diV(HVUHP*QVu) + B(x,u)} <0 (1.4)

which would have no zero outside of some ball in R™, the so called weak oscillation criteria.
A simple version of this procedure is used in Corollary 1.5. A more elaborated version of
this procedure can be found in [Noussair, Swanson, 1980].

1.1 Riccati transformation

The main tool used for the study of positive solutions is the generalized Riccati transforma-

tion. Various forms of Riccati transformation have been used in [Noussair, Swanson, 1980]
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and [Dosly, Matik, 2001], where inequality (1.2) and Eq. (1.3) were studied, respectively.
Our approach combines both these methods and covers both these substitutions as special
cases. We use the transformation

[Vu(z)|[P~*Vu(z)
w(z) = —a(]|z]) o(u(@))
a € CY([ag, 0), RT), ¢ € CYRT,RT)

(1.5)

which maps a positive C! function «(z) into an n-vector function ().

Lemma 1.1. Let u be a positive solution of (1.1) on Q(ag). Then the n-vector function
w(x) is well-defined by (1.5) and satisfies the Riccati-type inequality

oz B, u@) | oel)
ol@) T a(la]) V)
a1 (all)o" (u(e)) ! (ul@)) [T (16)

Proof. Letu(z) > 0be asolution of (1.1) on ©2(ap) and let @(z) be defined by (1.5). From
(1.5) it follows that

divai(z) >

divw =

w?‘u) div (|| Vul|P~2Vu) — || VP2 <vu,v(¢?u))>

and in view of (1.1)

B / p—2 /
div @ > o (x,u) _ o HVUH <V’LL, 17> + O“)g (u) ”VUHP
o(u) o(u) ©*(u)
holds (the dependence on = € Q(ag) is suppressed in the notation). In view of (1.5), this
inequality is equivalent to (1.6). O

1.2 Nonexistence of positive solution

Our main result concerning inequality (1.1) is the following
Theorem 1.1. Let ag > 0. Suppose that there exist functions
a € C*([ag, o0), RT), o € CHRT,RT), ce C(R"R),
and numbers k, [, k > 0, | > 1, such that
(i) B(z,u) > c(x)p(u) forx € R", u >0,

(i) @' (u)p?%(u) > k for u > 0,

1/ 1 \p-1
(i) lim / [ (lethete) - (5-)

(iv) lim al P(r)rp Tdr = +o0.
r—o0 Jqo

a’(HrcH)\palp(H:vll)] dz = +o0,

Then (1.1) has no positive solution on Q(a) for arbitrary a > 0.
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Proof. Suppose, by contradiction, that u is a solution of (1.1) positive on Q(a) for some
a > ag. Lemma 1.1 and the assumptions (i), (ii) imply

/
divad > ac+ & (7, @) + o'~ U]|@)|e
(6%

k g lad=2¢/
— actal1d Il (w0, Lo Y| +alm ),
l q kq *
where [* = ﬁ is the conjugate number to the number /. The Young inequality implies

1@/ la92/ N\ 1({1aa2|\"
— (W, ———V )+ | ———— | >0.
q gk p gk

Combining both these inequalities we obtain

p

kq (10972’ k

divw > ac—al=14 lot o] —i—ozl_q—*HtUHq
Ip qk l

Integration of the last inequality over (a, r) and the Gauss—Ostrogradski divergence the-
orem give

/ (47, 7) ds—/ (B, 7) ds
Sr Sa

k 1\
> o 79||w||7 da +/ ac——| — pla/[Pal™P| dz.
! Q(a,r) Q(a,r) p\ gk

By assumption (iii), there exists rg, 79 > a, such that

11\
/ oac— —| — |o/|poz1_p
Q(a,r) p\ gk

Hence

d:n+/ (w,v) ds >0 forr > ro.

k
l:!](r) (L.7)

/ (@, 7) ds >

™

holds for > r(, where
o(r) = / o= (Jl2]]) | 6() | d
Q(a,r)

The Holder inequality gives
1 1 L
| @mas < ([ oiras) ([ 1as)” =ab(s)
T Sr Sr
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From (1.7) and (1.8) we obtain

L 1 k

(g'(r))ga%(r)w}{r P > l*g(r) forr > rg

and equivalently

/ a k g _N\a k 1 l-n
et = (1) o et = (1) e porr 2

Integration of this inequality over the interval (rg, 00) gives a convergent integral on the
left-hand side and a divergent integral on the right—hand side of this inequality, by virtue of
the assumption (iv). This contradiction completes the proof. O

Remark 1.1. For ¢(u) = ®(u) we have ¢'(u)p? 2(u) = p — 1 and the assumption (ii)
holds with & = p — 1. Conversely, ¢(u) > (p%l)p_lup_l is necessary for (ii) to be
satisfied. Remark also that neither sign restrictions, nor radial symmetry, are supposed for

the function ¢(z) in (i).

Corollary 1.1 (Leighton type criterion). Let p > n. Suppose that there exists a continuous
function c(x) such that

B(z,u) > c(z)®(u)  foru >0 (1.9)
and

lim c(x)dzr = +o0. (1.10)

T JQ(1,r)

Then Eq. (1.1) has no positive solution on §2(a) for arbitrary a > 0.
Proof. Follows from Theorem 1.1 for a(r) = 1 and p(u) = uP~ L. O

Remark 1.2. Remark that (1.10) is known to be a sufficient condition for oscillation of
(1.3) provided p > n, see [Dosly, Matik, 2001]. It is also known that the condition p > n
in this criterion cannot be omitted.

Corollary 1.2. Suppose that (1.9) holds and there exists m > 1 such that

p 1
(™

lim z|[P~"e(z) — m\@
r—o0 Jo(1,r) p

] dx = +4o00. (1.11)

Then Eq. (1.1) has no positive solution on §2(a) for arbitrary a > 0.
Proof. Follows from Theorem 1.1 for a(r) = 7P~™ and ¢(u) = uP~!, m = [P~ O

Remark 1.3. If the limit lim, o fQ(1 o %P7 "e(x) dz exists, or if this limit equals
~+o00, then (1.11) is equivalent to the condition

lim / 2P e(r) do > wn P
Inr Jou,r
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This condition is very close to the criterion (3.9) from Theorem 3.1 on page 16 for oscillation
of the half-linear equation, which contains “lim sup” instead of “lim” and one additional
condition

lim inf {Tp_l (C’o —/ |z|[* " e(z) dx)} > —00,

T—00 1.r
)

where

_ 1 r
Co = lim 2] / tH/ 2l e(z) da dt
r—oo 7P 1 Q(1,t)
p

Among others, the constant ’%

Corollary 1.3. Letp > n, p > 2, (1.9) and

in (3.9) is optimal and cannot be improved.

lim In(||z[))e(z) dz = +o0. (1.12)

r—00 Q(',T
Then Eq. (1.1) has no positive solution on 2(a) for arbitrary a > 0.
Proof. Leta >e,p>n,p > 2,a(r) =Inr. Since

1 ( ) 1—n
al=p(r)re-1 . p=n = p=2
—— = lim re-Tlne-Tr >1,
T—00
rinr

the condition (iv) of Theorem 1.1 holds. Further,

F e e
Q(e,r) .

lim
r—00

r 1
< wn/ ¢ lntPede = wnpi— 5 [1 —In?7P r] .

Hence lim, . fﬂ(e ") o/ ([|]]) ’pal_p(HazH) dx exists and (1.12) is equivalent to the con-
dition (iii) of Theorem 1.1. Now Theorem 1.1 implies the conclusion. ]

The choice a(r) = In” 7 leads to
Corollary 1.4. Let p > n, let (1.9) hold and suppose that there exists 3, 3 € (0,p — 1)
such that

lim I’ (||z]|) e(x) dz = +oc.

ree Q(-,T‘)
Then (1.1) has no positive solution on Q(a) for arbitrary a > 0.
Proof. The proof is analogical to the proof of Corollary 1.3. O

Following terminology in [Noussair, Swanson, 1980] and in Chapter 1, inequality (1.4)
is called weakly oscillatory in () whenever every solution u of the inequality is oscillatory
in Q.

Corollary 1.5. Let B(z,u) : R"™! — R be a continuous function which is odd with respect
to the variable u, i.e. let B(x,—u) = —B(xz,u). Let the assumptions of Theorem 1.1 be
satisfied. Then inequality (1.4) is weakly oscillatory in R™.

Proof. Suppose that there exists a > 0 such that inequality (1.4) has a solution v without
zeros on §2(a). If w is a positive function, then Theorem 1.1 yields a contradiction. Further,
if u is a negative solution on 2(a), then v(z) := —u(x) is a positive solution of (1.4) on
Q(a) and the same argument as in the first part of this proof leads to a contradiction. O
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1.3 Perturbed half-linear differential inequality

Let us consider a perturbed half-linear differential inequality

div(||VullP~2Vu) + c(2)®(u) + > gi(@)ibi(u) <0, (1.13)
i=1

where ¢(z), ¢;(z) are continuous functions, v;(u) are continuously differentiable, positive
and nondecreasing for v > 0. Define

q(x) = min{c(az), (), g2(z), . .. ,qm(az)}

and

p(u) = uP™ 4> i(u).
i=1
Then
c(@)ulPsgnu+ Y gi@)pi(u) > g(@)e(w) @ (w)e? P (u) = p—1

i=1

and hence Theorem 1.1 can be applied. Remark that since ¢; may change sign, a standard
argument based on the Sturmian majorant and a comparison with half-linear differential
equation (1.3) cannot be applied (as has been explained for p = 2 already in [Noussair,
Swanson, 1980]).

2 Equation with degenerated p-Laplacian

In the second part of this chapter we will study the partial differential equation with pseudo-
Laplacian in the form

Zai.‘b(s;)ﬂLB(%U):O- 2.1)
i—1 7 7

The nonlinearity B(z,u) : R™ x R — R is supposed to be a continuous function odd with
respect to the second variable, i.e.

(i) B(z,—u) = —B(z,u) forallz € R” and u € R.

Hence if the function u(z) solves (2.1), then the function —u(z) is also solution of (2.1).
Furthermore we suppose that there exist real-valued functions c¢(z) € C'(R"), ¢(u) €
C*(R) such that the following conditions hold

(ii) B(z,u) > c(x)p(u) forall u > 0
(iii) p(u) > 0 foru > 0,

(iv) there exists k > 0 such that 9= 2(u)¢'(u) > k for u > 0.
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A significant particular case of (2.1) we obtain for B(z,u) = c¢(x)®(u). In this case
k = p — 1 holds in (iv) and (2.1) has the form

3 8635-@(5;) +e(2)®(u) = 0. 2.2)
i=1 " ¢

An important property of Eq. (2.2) is that a constant multiple of every solution is also
a solution of this equation. The study of this equation is motivated by the fact that it is
Euler—Lagrange equation for the p—degree functional

Fwe) = | [Z

=1

ou
6a:i

’ - c(a:)|u(:1:)|p] dr = /Q [HVUH; - c(:n)|u\p] dx.

Equation (2.2) has been investigated in a series of papers of G. Bogndr [Bognar, 1993;
Bognar, 1995; Bognar, 1997] where the basic properties of the eigenvalue problem have
been established. The Picone-type identity and Riccati—type substitution (our main tool)
for (2.2) has been recently introduced in [Dosly, 2002].

The following notation will be used throughout this section: || - ||, and || - ||, are the p
and ¢-norms in R"

= 1/p - 1/q "
ey = (X laa) " el = (X lwate) " forz e RY,
i=1 i=1

the function ®,(z) is defined similarly to ® by the relation ®,(z) = |z|? 2z and the sets
Q4(a,b), Q4(a) and S,(a) are defined as follows:

Qq(a,b) = {z € R" : a < [|z]|q < b},
Qqy(a) = blim Qq(a,b) = {z e R" : a < [|z]|q},

Sq(a) = 0Q(a) = {z € R" 1 a = ||z 4}

Finally w;, 4 := f S4(1) do is the surface area of the unit sphere (with respect to the g-norm).
Motivated by terminology in [Noussair, Swanson, 1980] and Chapter 1, we define an
oscillation of (2.1) as follows

Definition 2.1 (weak oscillation). A function f : ), — R is called oscillatory in €2, if
and only if f(x) has zero in Q N Q4(a) for every a > 0. Eq. (2.1) is called oscillatory in
) whenever every solution u of (2.1) is oscillatory in 2. Eq. (2.1) is oscillatory, if it is
oscillatory in R™.

2.1 Modified Riccati transformation

A modification of Riccati substitution from [Dosly, 2002] is presented in the following
lemma.

Lemma 2.1. Let ag € RY, o € C((ag, ), RY). Ifu € C?(R™,R) is a solution of (2.1)
on Qq(ag) such that u(z) # 0 for x € Q4(ag), then the vector function W(x) is well-defined
on Qq(ao) by

o _a(lzll) 0
w(z) = (wi(x))i:p wi(z) = _‘P(“(x))(I)<8xi>
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and satisfies the inequality

o (llzllq)
a(llzlq)

where Uy(x) is the following vector: Uy(x) = ((1>q (z—l), P (x—">>

l[zllq llzllq

div s > a([lz])e(z) + ko'~ (|la]l,) ] + (@,7) 23)

Proof. In view of (i), without loss of generality, consider that u(z) > 0 on €,(ap). It holds

ow; __afllzly) 0 du du \ o (|2llq) O|lq Au [P @' (u)
i o8 o) G e e (e B P e
Since ay;;lilq = q)q('lﬁﬁq) = v;, we get

wivi +¢' (W) (u)a' ||zl g) lwi] .

ow,  a(lzlly) o <@(8U)>+a’(!\wllq)

oxr; o(u) Ox; ox; a(H:ch)
From this equation and from (2.1) it follows

B(x,u) (p/(u)(pq72(u)aliq(u$||q) Hw”g + M (W, Ug) .

p(u) a(llzlly)

Taking into account conditions (i), (iii) and (iv) we obtain inequality (2.3). ]

div i = o||z[q)

The following inequality is used in the proof. It replaces Young inequality used in
previous chapters.

Lemma 2.2. It holds
p n q
x
ol § 5+ Ll
— q
1=
forevery x,y € R, v = (z;)i_y, y = (yi)jy-

For the proof of this lemma, see [Dosly, 2002].

2.2 Oscillation criteria

Theorem 2.1. Let ag € RT, a € C'((ag, o), RT) and | > 1. If

1/ 1 \p-1
li I 1-p / p d =4
tu o [all)e@ 5 ()"t el o (el do = oo
2.4)
and
: " 1
lim — = +00, 2.5

r—= Juo (Tnfla(r))p%l

then Eq. (2.1) is oscillatory in R™.
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Proof. Suppose, by contradiction, that u is a solution of (2.1) which is positive on 24(ag)
for some ag > 0. Then @ is defined on Q,(ap). From inequality (2.3), using integration
over the domain (o, ) and the Gauss—Ostrogradski divergence theorem we get

/ <u7,ﬁ>dcr—/ (F,7) do >

Sq(r) Sq(ao)

- g @l=le)
2 / (a(\lmllq)C(sv) + ko' ([lzllq) 1§ + (0, 7) | dar, (2.6)
Qq(ao,r O‘(H:UHQ)
where 7 is the outward normal unit vector to Q,(ag, ) i.e. 7 = ”ZZ” and 7, is defined in

Lemma 2.1. Observe that || ||, = 1.
Now, let [* = ﬁ > 1 be the conjugate number to the number [. Then

o (|lllq)

k! (lell Il + s (@7
q
kg 1 g 1o (zllg)a®2(zle) K .- )
= ! q<||:c||q>< S i ) |+ e el
Using Lemma 2.2 we obtain
: oy @zl
kal q(”xHq)Hng—i_ Oé(H.T”q) < >Vq>
q
p
ak 1 la (Jlell)ar=(lally) _ |” k1 ;
() S IR e (A I
p
1710 \p1 ,_ k - -
=~ (3) @ Ul (el + ol

This inequality together with (2.6) yields

/ (W, ) do —/ (W, 1) do
Sq(r) Sq(ao)

1,1 \p—-1 ,_ /
Z/Qq(a,o,'r) [a(”ﬂfuq)C(m)—;(qu) o P (|2l (lz]lg) P | da

k

T A o[l @l dz . 2.7)

q (a() T

In view of (2.4), there exists g > ag such that

i . [atlellet@)— (=) o Pl el dot [ ide =0

b q(ao)

and now (2.7) implies

oo k . "
[ o =g o' (|la]) | da 8)
q '

Qq(ao,r)

for » > rg. Application of the Holder inequality in R"™ yields

/ (@, ) do < / @l 17l do
Sq(r) Sq(r)
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Since || - || and || - ||, are equivalent norms in R", there exists K > 0 such that ||77]|, <
K||77]| = K. This fact and another application of Holder inequality give

1/ 1/
/ (.7) do < K (1) / Jaifgas) " 2.9)
Sq(r) Sq(r)

Denote
o(r) = / () 72 der.
QII(aO?
Then it holds

¢ (r) = al~9(r) / |2 do

Sq(r)

and (2.9) gives

Q=

/ ) d < Kl (a0 g () (2.10)

Combining (2.8) and (2.10) we obtain the inequality

n— 1
Eor) < Kullpr' (ar g ()

for r > rg. Hence

( 1 )pil < wig g'(r)
rn—la(r) — kK9 gi(r)

Integration of this inequality over [rg, co) gives the divergent integral on the left hand side,
according to the assumption (2.5), and the convergent integral on the right hand side. This
contradiction completes the proof. O

A suitable choice of the function « in Theorem 2.1 leads to effective oscillation criteria
for Egs. (2.1) and (2.2). This is the content of the following corollaries. The first one is a
Leighton—type oscillation criterion (see [Swanson, 1968, Th. 2.24, p. 70]).

Corollary 2.1. Suppose that p > n and

lim c(xz)dx = +o0.
e Jan)

Then Eq. (2.1) is oscillatory in R™.
Proof. Follows immediately from Theorem 2.1 for a(r) = 1. O

Remark that the condition p > n cannot be removed. This is known already from the
study of Schrodinger equation (for p = 2).
Another choice of the function o improves this criterion if p > 2.
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Corollary 2.2. Letp > n, p > 2 and
lim In(||z]lq)c(z) dz = +oo. (2.11)
U (1)

Then Eq. (2.1) is oscillatory in R™.

Proof. Let ag > e be arbitrary and «(r) = In(r) on [ag, 00). Since

1 ( ) 1-n
alfp r frpfl . p—n p—2
——7—— = lim re=Tlne-tr >1,
B — T—00
rinr

lim
r—o00

integral (2.5) diverges by ratio-convergence test. Further, since

[ tetrat el e = o [ 7wt rea
Qq(ao,T) e
" 1
< wnl]/ 5_1 lnl_p€d€ = Wnp qi[l — In%7P T],
" Jag “p—2

the limit lim,_, o qu(aO ") |/ (||z|)[Pat=P(||z||) dz converges and (2.11) is equivalent to
the condition (2.4) of Theorem 2.1. All conditions of Theorem 2.1 are satisfied and the
proof is complete. 0

The following theorem covers also the case when p < n.

Corollary 2.3. Let

1
lim inf — ][ "e(z) dz > wn g (2.12)

r—oo Inr Qq(1,r) 7 p(kQ)p_l .
Then Eq. (2.1) is oscillatory in R"™.

Proof. Let a(r) = rP~™. Then (2.5) holds and it is sufficient to prove that also (2.4) holds,
i.e. that there exists [ > 1 such that

171 \r1
lim [ z||P "e(x) — 7<—> p—nP|z|; " dx = +oo. (2.13)
s [ [l = () el

According to (2.12) there exists m > 1, ¢ > 0 and r¢ > 1 such that

—n |p — n‘p
/Qq( ” z[[f~"c(z) dz > (m—i—a)wmqwlnr (2.14)

for r > rg. Since
"1
/ |||, dz :wn,q/ —ds =wpqlnr,
Qq(1,7) 18
can (2.14) be written in the form

- lp—nff lp —n|?
z||P "e(x) — m————||z|| " | dx > ewpg———InT
L et —m B et

which implies (2.13). The proof is complete. O
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Corollary 2.4. Let

1 —n|p
lim inf —— 2] () dz > wpg| P ”‘ . (2.15)
r—oo InT Jo,(1,r)
Then Egq. (2.2) is oscillatory in R™.
Proof. Follows immediately from Corollary 2.3. O

p
Remark 2.1. The constant w;, 4 %‘ in (2.15) is optimal and cannot be decreased. This

follows from the example of equation

z”: ai.@(gﬁ.) + ’p — n‘pHxH;’@(u) =0.
i=1 v ?

p

p—n

This equation is not oscillatory, since it has nonoscillatory solution u(x) = ||z|/¢” and the

. o |P 1 —p o .
function ¢(z) = |E==| ||z]|q" produces equality in condition (2.15).

p

Remark 2.2. We have already mentioned that the function ®(u) := |u|P~! sgnu satisfies

hypothesis (iii) and (iv) with & = p — 1. On the other hand in most real applications we

claim B(xz,0) = 0 for all x and consequently ¢(0) = 0. In this case integration of (iv)
p—1

implies p(u) > ( %) uP~1 and the function () must satisfy this growth condition.

Example 2.1. Similarly to (1.13), consider perturbed equation (2.2)

3 8(?5-(1)(5;) +e@)®(u) + > qi(@)di(u) =0, pe (1,2 (2.16)
i=1 " ¢ i=1

where c(z), ¢;(z) € C(R™), ¥;(u) € CH(R), i(—u) = —;(u) for all i = 1..m and all
u € R, and 1);(u) are positive and nondecreasing functions for « > 0 and all i = 1..m.
Define

q(z) = min{c(z), (1(2), ¢2(), - -, gm () }

and

Then
c(2)@(w) + > gi(x)vi(u) > g(x)p(u) ¢ (u)e>(u) >p—1
i=1

and hence Theorem 2.1 can be applied. Remark that we do not make any sign restriction to
the functions ¢; and hence (2.16) needs not to be majorant for (2.2) in the sense of Sturmian
theory.
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3 Variational technique and nonradial criteria

Oscillation criteria for Schrodinger partial differential equation
Au+c(z)u=0 3.1

and several its generalizations have been studied by many authors and also in this work,
see [Miiller—Pfeiffer, 1980; Noussair, Swanson, 1980; Atakarryev, Toraev, 1986; Schminke,
1989; Fiedler, 1988; Jaro, Kusano, Yoshida, 2000; Maiik, 2000°; Dosly, Matik, 2001] and
the references therein. From these works and also from the preceding chapters of this thesis
it follows that (3.1) is oscillatory if the potential function c¢(z) is sufficiently large either
in the sense of the inequality containing directly the function ¢(z) (the so called Kneser
type criteria) or in the sense of the integral like meH <t ¢(z) dz . Hence in the latter case the
equation is oscillatory if the integral mean value of the function ¢(x) over the spheres in R"™
centered in the origin is sufficiently large and the oscillation criteria depend in fact on this
integral mean value only. In this sense these criteria preserve a kind of radial symmetry.
However, if the function ¢(z) is sufficiently large in some direction only, then Eq. (3.1)
may be oscillatory even if the function ¢(x) contains also “bad” parts which causes that the
integral mean value of the function ¢(x) over the spheres is small and the criteria containing
the integral like fIIwH <, ¢(z)dr may fail to detect this oscillation. From this reason we
classified the oscillation criteria for PDE’s into radial and nonradial (Remark 2.3 on page
4).

A similar phenomenon has been observed also in the case of ordinary differential
equation. The equation

v +c(z)u=0

may be oscillatory even if [ ¢(z) dz = —oo, see e.g. [Kong, 1999].

An idea how to remove the above mentioned disadvantage is to include only the “good”
parts of the function ¢(z) into the oscillation criterion. We used this approach in Chapters
3 and 4. This approach may also provide oscillation criteria for more general types of
unbounded domains than simply an exterior of some ball. For Kneser type oscillation and
nonoscillation criteria on various types of unbounded domains see [Atakarryev, Toraev,
1986].

As in Chapters 1 and 2, we will study the second order partial differential equation

div (|| Vul[P2Vu) + c(z)@(u) = 0, (3.2)

where p > 2. The function ¢(x) is supposed to be Holder continuous in R™. Under solution
we understand in a classical sense every function v which satisfies (3.2) everywhere in R".

Throughout this chapter we assume that all domains are simply connected with piecewise
smooth boundary.

In connection with Eq. (3.2) we will use the same concept of oscillation as defined in
Chapter 1.

Our main tools are the following two inequalities (both are easy to check), Lemma 3.3
which follows from [Dosly, Mafik, 2001] and Lemma 3.4 from [Matik, 1999, Theorem
3.2].

Lemma 3.1. For a, bcR”
&+ b)1* < 2(llal* + 1Ib]|) (3.3)
holds.
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Lemma 3.2. Fora>0,b>0andl > 1

(a+b) <27 (a" + ) (3.4)
holds.
Lemma 3.3. Ifthere exists a solution u of Eq. (3.2) which is positive in the compact domain

M andy € Wol’p(M), then

| (195@I = @) d = 0 35

Lemma 34. Let R, C € C([a,b]) be continuous functions, R(t) > 0. The p-degree
functional

b
Ja) = [ (ROW@OP - COnP) e

is nonnegative for every function n € I/VO1 P(a,b) if and only if the equation

d

(rOW P2y ) + ey =0, =

is disconjugate on (a,b), i.e. every its solution has at most one zero on (a,b).

Remark that Lemma 3.4 holds also on the class of piecewise smooth functions 1 with
boundary conditions n(a) = 0 = n(b).

Theorem 3.1. Let p > 2, a € C*(R") and let ¥ be a normal unit vector to the sphere
S(||z||) oriented outwards. Let K = 2-1%°/2 if (Va(z),7) = 0 for all z and K = 2P~!
otherwise. Suppose that o(z) vanishes outside ) and is positive inside ). Denote

R(t) :/ KoP(x)do
S(t)NQ
and

Ct) = /S - (a?(@)e(a) ~ K[[Vaz)|?) do

If the ordinary differential equation

, d

(R(t)@(u'))’ +OW)D(u) =0,

is oscillatory at + oo, then Eq. (3.2) is oscillatory in ).

Proof. Suppose that (3.6) is oscillatory. In view of Lemma 3.3 it is sufficient to prove
that for every a > 0 there exists a function y € W1P(Q(a) N Q) with compact support
M C Q(a) N2 for which (3.5) fails.

According to Lemma 3.4, for every a > 0 there exists b > a and a piecewise smooth

function z such that z(a) = 0 = z(b) and
b
/ (R(t)\z’(t) P~ C(t)|2(t) yp) dt < 0.
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Set y(x) = a(x)z(||z||) for a < ||z|| < band y(z) = 0 otherwise. Clearly y(z) = 0 on
d(22N Q(a,b)). Direct computation shows

Vy(z) = Va()z(|z]) + ()2 (|2])7
and by (3.3)
IVy(@)I? < A(IVa(@)|22(le]) + o*(2)=2(|l2])), (3.7)

where A = 2. Moreover, if (Va(z),7) = 0, then (3.7) holds also with A = 1 and equality
sign. By inequality (3.4) we have for p > 2 and [ = p/2

IVy(@)? < 452571 ([ Wa@) L2l + o (@) (2l
Hence

/ (I99(@) [ — c(x) y(@)P) da
Q(a,b)NQ

b
- / / (IVy@)|P — e(@)y(@)P) do dt
a JS(t)NQ

_ / ’ P ( /S e ar )

— 2P ( /S (@ @)() ~ K[Vala)IP) do ) dt

_ / b(R(t)\z’(t)]p - C(t)|z(t)yp) dt < 0.

Hence, by Lemma 3.3, Eq. (3.2) cannot possess a solution positive on the domain (a, b)NS2.
Since a can be arbitrary large, the equation is oscillatory in 2. 0

Remark 3.1. Theorem 3.1 with Q = R", a(z) = 1and K = 1is known, see [Dosly, Maiik,
2001, Theorem 3.5]. The test function from (3.5) is in this case in the form y(x) = z(||z||).
See also [Jaro§, Kusano, Yoshida, 2000] for slightly more general equation than (3.2).

Remark 3.2. Oscillation criteria for Eq. (3.6) can be found in monograph [Do3ly, Rehak,
2005] and the references therein.

Remark 3.3. For n = 2 on the plane with Cartesian coordinates (z1,z3) let r(z1,x2),
(1, z2) be the polar coordinates of the point x = (z1, z2). Let us denote the half-plane
xy > 0 by Q and put a1, 29) = sin? (a1, z2) for (z1,29) € Q (i.e. o € [0,7]) and
a(x1,x2) = 0 otherwise. The function C'(¢) from Eq. (3.6) is affected by the values of the
function ¢(z1, z2) over the half-plane €2 only. Application of any of the known oscillation
criteria for Eq. (3.6) produces a criterion for oscillation of (3.2) over the domain 2. This
criterion will not be disturbed by the values of the function c¢(x1,z2) on the half-plane
2 < 0 which may be relatively “bad”. Among others, the criterion may be applicable also
in the cases when the values on the lower half-plane x5 < 0 causes that |, () c(x)do =0.
In these cases radial oscillation criteria (in the sense of Remark 2.3 on page 4) fail to detect
the oscillation.
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Summary

In this book we study the partial differential equation with p—Laplacian and the nonlinearity
of Emden-Fowler type

div (|| Vul[P~2Vu) + c(z)®@(u) = 0 )

and its generalizations. Here p > 1, ® is signed power function ®(u) = |u[P~?u =
|ulP~tsgnu, x = (71,22, ...,1,), the vector norm || - || is the usual Euclidean norm in R™

and V = (8%1’ cee %) is the usual nabla operator. The sets 2(a) and S(a) are sets in
R™ defined as follows:

Qa)={zeR":a< |z},
S(a) = {z €R": |[z]| = a}.

The function ¢(z) called potential is assumed to be integrable on every compact subset of
Q(1). Itis worth to mention that we do not assume anything concerning either the fixed sign
or the radial symmetry of the potential ¢(x). The solution of Eq. (1) is every differentiable
function u : (1) — R such that ||Vu||p_2% is differentiable with respect to x; and u
satisfies Eq. (1) almost everywhere on 2(1). ,

The number ¢ is the conjugate number to p, i.e., ¢ = ]%. The number w;, is the surface
area of the unit sphere in R™ and the vector 7(z) is the normal unit vector to the sphere
S(||z||) oriented outwards, i.e. (z) = (x1,...,z,)||lz|| L

A well-known linear oscillation theory is established for the equation

Au+ c¢(x)u = 0. (2)

According to this theory, there are two different concepts of oscillation — weak oscillation
and strong (nodal) oscillation. Equation (2) is said to be weakly oscillatory if every solution
has a zero outside every ball in R™ and strongly oscillatory if every solution has a nodal
domain outside every ball in R™. In this book the weak oscillation is used.

The classical Sturm theory states that

' +c(z)u=0 (3)

is oscillatory if the function ¢(z) is sufficiently large and it is known that these classical
Sturmian comparison theorems can be extended to Eq. (1) and consequently, Eq. (1) is oscil-
latory if the function ¢(x) is sufficiently large. Most oscillation criteria arise essentially from
oscillation criterion for Eq. (3) by replacing the onedimensional potential with integral mean
value of the n-variable potential ¢(x) from Eq. (1) where the mean value is evaluated over
spheres centered in the origin. Thus the function ¢(x) is usually embedded in the integrals
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over spheres in absolute majority of oscillation criteria and as an unwanted side-effect,
the information about distribution of the potential over the sphere is lost. To remove this
disadvantage we derive several oscillation results in which the distribution of the potential
c(x) over spheres is also allowed to play arole. These criteria are called nonradial oscillation
criteria.

Let us emphasize that following the nonradial approach we obtain oscillation criteria
which are applicable also to the cases when the equation is strongly asymmetric with respect
to origin and the mean value of the potential ¢(z) is small The possible applications include
for example criteria which depend on the function g(r) = [ S(r) p(x)e(x) do, where p(x)
is m-variable function (which does not depend on HxH only). The oscillation criteria of
this type are applicable also in such extreme cases when |, S(r) c(x)dS = 0 and these
criteria can be used also to detect oscillation over more general exterior domains, than the
exterior of a ball. The author believes that nonradial criteria are more natural for partial
differential equations and provide deeper insight into the oscillation properties specific for
partial differential equations.

Typical result is the following.

Theorem 1. Denote

D={(t,x) eRxR":t > |z|| > to},
Dy = {(t, )ERXR”.t>HxHZt0}.

Let H(t,x) € C(D,[0,00)), and p(x) € CYQ(ty),(0,00)) be such that the function

H(t, ) has continuous partial derivative with respect to x; (i = 1..n) on Dy. Denote

Qog(a,b) ={z eR":a < |jz| <b,H(t,z) # 0},
Sot(a) ={z € R": ||z|| = a, H(t,x) # 0}.

and suppose that the following conditions hold
) If ||x|| =t > to, then H(t,x) = 0.
(ii) If H(t,x) = 0 for some (t,x) € Dy, then |VH(t,x)|| = 0.

(iii) There exists flmction k:( ) € C([to, 00), (O 00)) such that the function
f(t,s) == fS H(t,z)do = k(s fSo 5) H(t,z)do is positive and nonin-
creasing wzth respect to s for everyt > s > t.

(iv) The vector—valued function i_i(t, x) defined on Dy by

e . H(t’ I‘)
h(t,z) = VH(t,z) + () Vp(x) 4)
satisfies
| Eealio)pe) s < oo )
Qo,¢(to,t)
fort > tp.
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If

-1
lim sup H(t,z)do
t—o0 S(to)
IRt @)|Pe(e)

X /Qo,t(to,t) [H(f,x)ﬂ(x)C(x) S b — o ©

then Eq. (1) is oscillatory.

To explain the difference between this theorem and the usual radially symmetric criteria
consider an unbounded domain 2 C Q(ty) with smooth boundary 92. If in addition to
the conditions of Theorem 1 the function H (¢, z) vanishes outside €2 and both H (¢, z) and
||V H(t,z)|| vanish on OX2 for every ¢ > to, then it follows that Eq. (1) is oscillatory in §2.
Hence Theorem 1 can be used to formulate explicit oscillation criteria on general types of
domains. Examples of the oscillation criteria on half—plane are given on page 35.

Many of the results are proved also for more general equations

div (|| VulP~2Vu) + <z§(a;), Hvu||p*2vu> +e(2)®(u) = 0. )
and
div (A(:B)||Vu||p_2Vu) n <E(x), ||vu\|p—2vu> +e(z)P(u) = 0 ®)

As a particular example of general oscillation criterion we present the following two
Theorems 2 and 3.

Theorem 2. For a real number | > 1 define the functions

alr) = (17! /S @A) b,

. I

ﬁ is the conjugate number to the number | if ||b(z)|| # 0 and I* = 1 if
|b(x)|| = 0. If the equation

©)

where [* =

!/
(a(r)q)(u’)) + b(r)®(u) = 0. (10)
is oscillatory, then Eq. (8) is also oscillatory.

It turns out that the same result can be proved also for more general equations, which
are majorants to (8). These equations cover for example

div(A@) [ Vull”2Vu) + (5), [Vl "2 V) + () f(u) = 0, (11)
where f(u) is a differentiable function which satisfies f(0) = 0, uf(u) > 0 for u # 0 and

f'(u)
f#9(u)

>p—1. (12)
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Equation (11) is sometimes called super-half-linear equation.

If the function f(u) satisfies (12) with p — 1 replaced by € > 0, it is sufficient to replace
f(u)andc(s) by f*(u) = €* f(u) and ¢*(z) = Lc(x), respectively, where €* = (pzl)p 1.
The function f*(u) satisfies (12) and f(u)c(z) = f*(u)c*(z) holds.

Finally, it is possible to use this method also to prove nonexistence of positive solution
of the equation

diV(A(a:)||Vu||p_2Vu) + <6(x), ||Vqu_2Vu> + Bz, u) =0,
where

B(z,u) > c(z)f(u) foru>0
and the function f(u) satisfies hypotheses stated above.

The following theorem is a variant of Theorem 2 and presents sharper result, but covers
the case 1 < p < 2 only.

Theorem 3. Let 1 < p < 2. For a real number | > 1 define the functions

a(r) = (11! / Amas (7)o
S(r)
) et i} (13)
60) = [ [etw) = o)A 1P| ao.
S(r) p
where I* = L is the conjugate number to the number | if 16(x)|| # 0 and I* = 1 if

|6(z)|| = 0. Here b(x) A=Y (x) denotes the matrix product of row matrix (b1(2),...,bn(2))
and the inverse A='(x). If the equation

/ ~

(@re@)) +b(r)e(w) =0 (14)
is oscillatory, then Eq. (8) is also oscillatory.

An application of these theorems and known oscillation criteria for ordinary differential
equations yields effective oscillation criteria for equation (8) which are sharper and more
general than the results published in the literature.

The last part of this book concerns equations and inequalities related to Eq. (1).
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Souhrn

Tato publikace je vénovana studiu parcidlni diferencidlni rovnice s p-laplacidnem a neline-
aritou Emden-Fowlerova typu

div (|| Vul[P~2Vu) + c(z)®@(u) = 0 )
a nékterym jejim zobecnénim. Zde p > 1, ® je obecna mocninnd funkce opatfend znamén-
kem argumentu ®(u) = |u|P~2u = |u[P"!sgnu, z = (x1,29,...,2y,), vektorovd norma
| - || je b&znd Euklidovska norma v prostoru R” a V = (a% . %) je obvykly nabla

operdtor. Symboly Q(a) a S(a) oznacuji ndsledujici mnoziny v R":

Qa) = {:U eR":a< ||;U||},
S(a) ={z e R": ||z| = a}.

Funkce c(x) se nazyvé potencidl a predpokldddme, Ze tato funkce je integrovatelnd na
kazdé kompaktni podmnoZziné mnoziny €2(1). Zdiraznéme na tomto misté, Ze necinime
zadné predpoklady o znaménku této funkce nebo o jeji radidlni symetrii. Pod pojmem
feseni rovnice (1) rozumime kazdou absolutné spojitou funkci u : (1) — R, pro kterou je
| Vu|[P—2 g—; absolutné spojitd vzhledem k x; a u spliluje rovnici (1) skoro vSude na 2(1).

Symbolem ¢ ozna¢ujeme konjugované ¢islo k ¢islu p, tj. g = 1%. Symbolem wy,
oznacujeme povrch jednotkové koule v R™ a vektor 7(x) je normalovy vektor ke kulové
plose S(||=||) orientovany vng, tj. #(z) = (z1,...,2,)|z| " .

Pro rovnici
Au+ c(z)u =0, 2

kter4 je specidlnim pripadem rovnice (1) pro p = 2, je vybudovana rozsahl4 oscilacni teorie.
V této teorii jsou rozliSovany dva druhy oscilace — slabd oscilace a silnd (noddlni) oscilace.
Rovnice (2) je oscilatorickd ve slabém smyslu, pokud kazdé jeji feSeni ma nulovy bod vné
libovolné velké koule v R™ a v silném smyslu, pokud pro kazdé jeji feSeni u existuje vné
libovolné velké koule mnoZina €2 takova, Ze funkce w je rovna nule na hranici této mnoZiny.
V této préci se budeme zabyvat slabou oscilaci. (Poznamenejme, Ze oba druhy oscilaci
jsou ekvivalentni v linedrnim piipadé p = 2, problém ekvivalence obou pfistupti v piipadé
obecného p je vsak dosud otevien.)
Podle klasické Sturmovy srovndvaci teorie je rovnice

v+ c(x)u =0 (3)

oscilatorickd, pokud je funkce c(x) dostate¢né velkd pro velkd x. Je zndmo, Ze mnoho &ast{
této teorie je mozno zobecnit i na rovnici (1). V dusledku této skutecnosti je rovnice (1)
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oscilatorickd, pokud je funkce c¢(z) dostateéné velkd. Ve vétsiné oscilacnich kritérii je
funkce jedné proménné ¢(z) z rovnice (3) nahrazena integrdlni stfedni hodnotou funkce n
proménnych ¢(z) z rovnice (1), pfi¢emz stfedni hodnota je po¢itdna na sférach se stiedem
v pocéatku. V disledku toho funkce c(z) ve velké vétsing€ oscilacnich kritérii vystupuje
prostfednictvim své stfedni hodnoty na sférach se stiedem v pocatku a neZadoucim do-
provodnym jevem je fakt, Ze po vypoctu této integrilni stfedni hodnoty ztrdcime informaci
o rozloZeni potencialu v jednotlivych smérech. Abychom odstranili tento nezadouct jev,
jsou v praci odvozeny vysledky, ve kterych hraje roli nejenom stiedni hodnota funkce c(x),
ale i jeji rozloZeni v prostoru. Kritéria tohoto typu nazyvame diky jejich podstaté neradidlni
oscilaéni kritéria.

Zdiraznéme, Ze diky neradidlnimu piistupu jsme schopni odvodit oscilaéni kritéria,
kterd jsou aplikovatelnd i na ptfipady, kdy funkce c je silné radidlné nesymetrickd vzhle-
dem k pocétku a jeji stfedni hodnota na sférach se sttedem v pocatku je mald. MoZné
aplikace zahrnuji i tak extrémni piipady, kdy stfedni hodnota funkce c(z) je nulova, tj. plati
f S(r) c(x)dS = 0. Mezi dalsi vyhody tohoto pfistupu patii i moznost detekce oscilace na
obecnéjsSich mnozinach, nez je pouze vnéjsi ¢ast n-rozmérné koule. Autor véfi, Ze tento
pristup je pfirozeny pro parcidlni diferencidlni rovnice a poskytuje mnohem lepsi ndhled
na oscilacnf teorii parcidlnich diferencidlnich rovnic a pfipadné rozdily mezi parcidlnimi a
obycCejnymi diferencidlnimi rovnicemi.

Typickym vysledkem je nésledujici véta.

Véta 1. Oznacme
D={(t,x) eRxR":t > |z|| > to},
Do ={(t,x) eERxR":t > ||z| > to}.
Bud' H(t,x) € C(D,[0,00)), a funkce p(z) € CY(Qto), (0,00)) bud’takovd, Ze funkce

H (t, z) md spojitou parcidlni derivaci podle z; (i = 1..n) na mnoZiné Dy. Oznacme

Qot(a,b) ={z €eR":a < |jz| <b,H(t,z) # 0},
Sog(a) ={z € R": ||z|| = a, H(t,x) # 0}.

a predpoklddejme, Ze jsou splnény ndsledujici podminky
(i) Jestlize |z|| =t > to, pak H(t,z) = 0.
(ii) Jestlize H(t,z) = 0 pro nékterd (t,xz) € Dy, potom ||VH (t,x)| = 0.

(iii) Existuje funkce k(s) € C([to, 00), (0,00)) takovd, Ze funkce
f(t,s) := k(s) fs(s) H(t,z)do = k(s) fSOt(S)H(t, x)do je kladnd a neklesajici
vzhledem k proménné s pro kaZdét > s > to.

(iv) Vektorovd funkce ﬁ(t, x) definovand na Dy vztahem

> H(t,x)
h(t,z) = VH(t,x) + Vol(x @)
2) = VA D) + =0y Velo)

spliiuje
[ mralica s e <o s
Qovt(tovt)

prot > t.
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JestliZe

-1
lim sup H(t,z)do
t—o0 S(to)
IRt ) 7o)

H(t —=| dx = 6
X /Qoyt(to,t) [ ( 737)/)(:1:)0(:1:) ppprl(t,I‘) Z 007 ( )

potom rovnice (1) je oscilatorickd.

Pro objasnéni rozdilu mezi touto vétou a obvyklymi postacujicimi podminkami pro
oscilaci uvazujme ohrani¢enou oblast 2 C €Q(tp) s hladkou hranici 0€2. Pokud vedle
podminky Véty 1 je funkce H (¢, z) navic rovna nule mimo oblast 2 a ob& funkce H (¢, z) a
||V H(t, )| jsou nulové na hranici 052 pro vSechna ¢ > ¢, pak je rovnice (1) oscilatoricka
na mnozing €. Vétu 1 je tedy mozno pouZit pro formulaci explicitnich oscilaénich kritérif na
obecnéjsich mnoZinach, neZ vnéjsi ¢ast koule. Jako piiklad aplikace tohoto typu odvozujeme
v préci napiiklad oscila¢ni kritéria zarucujici oscilaci na poloroviné.

Velka ¢ast vysledku tykajicich se oscilace je odvozena pro obecnéjsi rovnice

div (|| Vu[P2Vu) + <z3’(x), \|vu||P—2vu> + e(z)®(u) = 0 %

div (A(:L‘)||Vu||p_2Vu) + <8(x), ||vu\|p—2vu> + e(z)®(u) = 0. @)
Jako priklad obecnych oscilaénich kritérii formulujme nésledujici dvé véty, Vétu 2 a 3.

Véta 2. Pro redlné cislo | > 1 definujme funkce
a(r) = (l*)pl/ 1A() [P Al () do
S(r)

. &)
_ L LGOI g
blr) = /S(T) [C(x) Ao (@) PP ] do-

kde I* = ﬁje konjugované cislo k &islu | pokud ||b(z)|| # 0 a I* = 1 pokud ||b(z)|| = 0.
JestliZe je rovnice

(ar@@)) +b(r)@(w) =0 (10)

oscilatorickd, potom je oscilatorickd i rovnice (8).

N P4

Je mozZno ukazat, Ze analogické vysledky mohou byt dokdzany i pro obecnéjsi rovnice,
které v jistém smyslu rovnici (8) majorizuji. Tyto obecné&jsi rovnice zahrnuji napiiklad

div( A(@)|[VulP~2Vu) + (5a), | Vel 2Vu) + o) f () =0, an
kde f(u) je diferencovatelna funkce spliiujici f(0) = 0, uf(u) > Oprou # 0 a
f'(u)
P 2P (12)
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Pokud navic funkce f(u) spliiuje nerovnici (12) s né&jakou jinou kladnou konstantou
nez p — 1, napiiklad s konstantou ¢ > 0, sta¢i zaménit funkce f(u) a c(z) za funkce

p—1
fr(u) = € f(u)ac*(z) = Le(z), kde e = (%) . Timto se rovnice nezméni a nové
funkce jiz maji poZadované vlastnosti.

Déle je mozné analogickou cestou dokdzat podminky zarucujici neexistenci kladného
feSeni rovnice

diV(A(a:)HVuHP’QVu) + <6(:c), |yvuup*2w> + B(a,u) = 0,
kde
B(z,u) > c¢(z)f(u) prou >0
a funkce f(u) spliiuje podminky z pfedeslych odstavci.
Nésledujici véta je siln€jsi variantou VEty 2, pokryva ov§em pouze piipad 1 < p < 2.

Véta 3. Bud’'l < p < 2 redlné Cislo. Pro redlné Cislo | > 1 definujme funkce

a(r) = ()L / N () o
S0
ot (13)

b = c(r) — — Amax (T _‘x L o
b(r)—/sm{() A @A )P | do

kde I* = 1 je konjugované &islo k ¢islo I, pokud 16()|| # 0, a I* = 1 pokud ||b(x)|| = 0.
Zde symbolem b(x) A~ (x) oznacujeme maticovy soucin radkové matice (b1 (), . . ., by (x))
a inverzni matice A=1(x). Jestlize je rovnice

(a(ryp(u’))' L) D(u) = 0 (14)

oscilatorickd, je oscilatorickd i rovnice (8).

Aplikaci téchto vét a zndmych oscilacnich kritérii pro obycejné diferencidlni rovnice
ziskavame oscilacni kritéria pro parcidlni diferencidlni rovnici (8) a takova kritéria v mnoha
pripadech zlepsuji a zpresiiuji dosavadni zndmé a publikované vysledky.

Zavérecna Cast publikace je vénovana rovnicim a nerovnicim piibuznym s rovnici (1).

Klicova slova: parcidlni diferencidlni rovnice, diferencialni rovnice druhého tfadu, p-
laplacidn, oscila¢ni teorie
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